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Programme: B.Tech. Artificial Intelligence and Data Science 

 

Programme Educational Objectives (PEOs) - Regulations 2019  

B.Tech. Artificial Intelligence and Data Science graduates will: 

PEO1. Domain Knowledge: Possess diversified knowledge and expertise 

in the domain of Artificial Intelligence and Data Science 

PEO2. Problem solving skills and Ethics: Apply computing skills to 

identify the challenges and to develop creative ethical solutions 

PEO3. Lifelong Learning and development: Involve in lifelong learning, 

research and development to fulfill social needs using latest technology 

 

 

Programme Outcomes (POs) - Regulations 2019 

    On successful completion of B.Tech. Artificial Intelligence and Data 

Science, graduating students/graduates will be able to: 

PO1. Engineering Knowledge: Apply the knowledge of mathematics, 

science, engineering fundamentals, concepts of Artificial Intelligence and 

data science to solve complex engineering problems 

PO2. Problem Analysis: Identify, review literature, formulate and analyze 

complex engineering problems using first principles of mathematics and 

engineering sciences 

PO3. Design and Development of Solutions: Design and develop AI 

based solutions for complex engineering problems with societal and 

environmental awareness 

PO4. Complex problem Investigation: Investigate complex problems by 

employing skills pertaining to knowledge acquisition, knowledge 

representation and knowledge engineering to arrive at valid conclusions 

PO5. Modern Tool Usage: Evaluate and use Data analysis tools and AI 

based techniques for effective decision making in business and 

engineering domains 

PO6. Societal contribution: Follow professional engineering practice by 

applying contextual knowledge to assess societal and legal issues 

 

 



PO7. Environment and Sustainability: Understand and provide 

professional engineering solutions taking into consideration environmental 

and economic sustainability 

PO8. Ethics: Follow ethical principles and norms in engineering practice 

PO9. Individual and Team work: Function effectively as an individual, 

team member or leader in diversified environments 

PO10. Communication: Communicate and present the actionable 

insights of data using reports through various modes for all professional 

activities 

PO11. Project Management and Finance: Apply Engineering 

knowledge and management principles for effective project management 

in multi-disciplinary environments 

PO12. Life-long Learning: Engage in independent life-long learning 

and skill development for professional and social well being 

 

Programme Specific Outcomes (PSOs) - Regulations 2019 

 

PSO1. Software Automation: Develop customized automation 

solutions for Engineering and business problems using intelligent 

techniques. 

PSO2. Data Engineering: Predict significant information and visualize 

large scale data using latest technologies. 

 

 

 

 



 

Programme: B.Tech Artificial Intelligence and Data Science 2019 Regulations 
Curriculum for Semesters I to VIII 

Course Code Course Title Duration Credits Marks 

19SHMG6101 Induction Program 3 Weeks - 100 

 

Semester I 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19MABC1102 
Linear Algebra and Infinite 
Series 

3 1 0 4 100 
CS, IT, AD, AM 

&SC 

19ENHG2101 Communication Skills – I 2 0 2 3 100 All 

19EESC2101 
Introduction to Electrical and 
Electronics Engineering 

3 0 2 4 100 
CS, IT, AD, AM 

&SC 

19ADSN2101 
Introduction to C 
Programming 

3 0 2 4 100 - 

19CSSC4001 IT Practices Lab 1 0 4 3 100 
CS, IT, AD, AM 

&SC 

19PSHG6001 Wellness for students 0 0 2 1 100 All 

Total 12 1 12 19 600  

 

Semester II 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 
Programmes L T P 

19MABC1202 Calculus and Transforms 3 1 0 4 100 
CS, IT, AD, AM 

&SC 

19ENHG2201 Communication Skills – II 2 0 2 3 100 All 

19PHBC2002 
Physics for Information 
Sciences 

3 0 2 4 100 
CS, IT, AD, AM 

&SC 

19ECSC2201 Digital System Design 2 0 2 3 100 
CS, IT, AD, AM 

&SC 

 

19ADSN2201 
Object Oriented 
Programming with Java 

 

3 
 

0 
 

3 
 

4.5 
 

100 
 

- 

19MESC4001 Engineering Drawing 1 0 3 2.5 100 
AU,CS,EC,EI, 
IT, ME, AD, AM 

&SC 

19CHMG6201 Environmental Sciences 1 0 0 - 100 All 

19PSHG6003 
         / Heritage 

of Tamils** 
1 0 0 1 100 All 

Total 16 1 12 22 800  

** Applicable only for 2022 Batch 



Semester III 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19MABN1302 
Probability and Statistics for Data 
Science 

3 1 0 4 100 - 

19ADCN1301 
Data Structures and Algorithm 
Analysis – I 

3 0 0 3 100 CS & AD 

19ADCN1302 Computer Architecture 3 0 0 3 100 CS & AD 

19ADCN1303 Data Mining 3 0 0 3 100 - 

19ADCN2301 Database Systems 3 0 2 4 100 CS & AD 

19ADCN3301 
Data Structures and Algorithm 
Analysis Laboratory 

0 0 3 1.5 100 CS & AD 

19ADCN4301 
Python Programming for Data 
Engineers Laboratory 

1 0 3 2.5 100 - 

19PSHG6002 
Universal Human Values 2 : 
Understanding Harmony 

2 1 0 3 100 All 

XXXXXXXXXX One Credit Course 0 0 2 1 100  

19PSHG6004 

       

              / Tamils 

and Technology** 

2 0 0 1 100 All 

Total 20 2 10 26 1000  

 

Semester IV 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19MABN1401 
Discrete Mathematics for 
Artificial Intelligence 

3 1 0 4 100 - 

19ADCN1401 
Data Structures and 
Algorithm Analysis – II 

3 1 0 4 100 CS & AD 

19ADCN1402 Artificial Intelligence –I 3 0 0 3 100 - 

19ADCN1403 Operating System Principles 3 0 0 3 100 - 

19ADCN1404 
Object Oriented Software 
Development 

3 0 0 3 100 - 

19ADCN3401 
Intelligent systems – I  
Laboratory 

0 0 4 2 100 - 

19ADPN6401 Mini Project 0 0 4 2 100 - 

XXXXXXXXXX One Credit Course 0 0 2 1 100 - 

Total 15 2 10 22 800  

 

Course Code Course Title Duration Credits Marks 

XXXXXXXXXX Internship or Skill Development* 2 Weeks 1 100 

*Refer to clause: 4.8 in UG academic regulations 2019 
** Applicable only for 2022 Batch 



 
Semester V 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADCN1501 Exploratory Data Analysis 3 0 0 3 100 - 

19ADCN1502 Artificial Intelligence –II 3 0 0 3 100 - 

19ADCN2501 Computer Networking 3 0 2 4 100 - 

XXXXXXXXXX Professional Elective – I 3 0 0 3 100 - 

XXXXXXXXXX Professional Elective – II 2 0 2 3 100 - 

XXXXXXXXXX Open Elective – I 3 0 0 3 100 - 

19ADCN3501 
Exploratory Data Analysis 
Laboratory 

0 0 4 2 100 - 

19ADCN3502 Intelligent systems-II Laboratory 0 0 4 2 100 - 

 

19PSHG6501 

Employability Skills 1: 
Teamness and Interpersonal 
Skills 

 

0 
 

0 
 

2 
 

1 
 

100 
 

All 

Total 17 0 14 24 900  

 
 

 
 

Semester VI 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADCN2601 Big Data Analytics Techniques 3 0 2 4 100 - 

19ADCN2602 Deep Learning Techniques 3 0 2 4 100 - 

XXXXXXXXXX Professional Elective – III 3 0 0 3 100 - 

XXXXXXXXXX Professional Elective – IV 2 0 2 3 100 - 

XXXXXXXXXX Open Elective – II 3 0 0 3 100 - 

19ADCN3601 Cloud Technologies Laboratory 1 0 4 3 100 - 

19ADPN6601 Innovative and Creative Project 0 0 4 2 100 - 

19PSHG6601 
Employability Skills 2: Campus 
to Corporate 

0 0 2 1 100 All 

Total 15 0 16 23 800  

 

Course Code Course Title Duration Credits Marks 

XXXXXXXXXX Internship or Skill Development* 2 or 4 Weeks 1 100 

*Refer to clause: 4.8 in UG academic regulations 2019 



Semester VII 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Semester VIII 
 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19SHVG6001 Entrepreneurship Development 1 0 0 1 100 All 

19ADPN6801 Project 0 0 16 8 200 - 

Total 1 0 16 9 300  

 

Course Code Course Title Duration Credits Marks 

XXXXXXX Internship or Skill Development* 8 or 16 weeks 4 100 

   
  *Refer to clause: 4.8 in UG academic regulations 2019 

 
 

Total Credits (2021 batch): 169 
Total Credits (2022 batch): 171 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADCN2701 
Computational Foundation 
for Robotics 3 0 2 4 100 - 

19ADCN1701 Data security 3 0 0 3 100 - 

XXXXXXXXXX Professional Elective – V 3 0 0 3 100 - 

XXXXXXXXXX Professional Elective – VI 2 0 2 3 100 - 

XXXXXXXXXX Open Elective – III 3 0 0 3 100 - 

19ADCN3701 
Business Intelligence and 
Analytics Laboratory 0 0 4 2 100 - 

19ADCN3702 Data Security Laboratory 0 0 4 2 100 - 

Total 14 0 12 20 700  

 



Vertical wise Electives 

 
 
 
 
 
 

Vertical II 
Full Stack Development Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1005 User Interface Design Principles 3 0 0 3 100 - 

19ADEN1006 Visual Data Analysis 3 0 0 3 100 - 

19ADEN1007 Computational Vision 3 0 0 3 100 - 

19ADEN1008 Cloud Services Management 3 0 0 3 100 - 

19ADEN2005 Web Programming 2 0 2 3 100 - 

19ADEN2006 Game Designing Techniques 2 0 2 3 100 - 

19ADEN2007 Augmented reality for AI 2 0 2 3 100 - 

19ADEN2008 Security and Privacy in Cloud 2 0 2 3 100 - 

Vertical I 
 

Security Essentials Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1001 Ethics in Artificial Intelligence 3 0 0 3 100 - 

19ADEN1002 Ethical Hacking 3 0 0 3 100 - 

19ADEN1003 Web Application Security 3 0 0 3 100 - 

19ADEN1004 Fundamentals of Computation 3 0 0 3 100 - 

19ADEN2001 
Cryptographic Techniques in Network 
Security 

2 0 2 3 100 - 

19ADEN2002 Blockchain Technology 2 0 2 3 100 - 

19ADEN2003 Network and Web Security 2 0 2 3 100 - 

19ADEN2004 Digital Forensics 2 0 2 3 100 - 



Vertical III 
Software Project Management Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1009 Principles of Business Management 3 0 0 3 100 - 

19ADEN1010 
Software Development Project 
Management 

3 0 0 3 100 - 

19ADEN1011 Software Quality Management 3 0 0 3 100 - 

19ADEN1012 
Reliability Engineering and system 
safety 

3 0 0 3 100 - 

19ADEN2009 Agile Software Development Program 2 0 2 3 100 - 

19ADEN2010 
Basic Skills in Integrated Product 
Development 

2 0 2 3 100 - 

19ADEN2011 Design Patterns Concepts 2 0 2 3 100 - 

19ADEN2012 Marketing Analytics 2 0 2 3 100 - 

 
 
 
 
 

Vertical IV 
Data Analytics Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1013 Data Analytics for Engineers 3 0 0 3 100 - 

19ADEN1014 Business Analytics Management 3 0 0 3 100 - 

19ADEN1015 Health Care Analytics 3 0 0 3 100 - 

19ADEN1016 Graph Analytics and Algorithm 3 0 0 3 100 - 

19ADEN2013 Social Graph Analytics 2 0 2 3 100 - 

19ADEN2014 Recommendation Systems 2 0 2 3 100 - 

19ADEN2015 Text and Speech Analysis 2 0 2 3 100 - 

19ADEN2016 Image and Video Analytics 2 0 2 3 100 - 

 
 
 
 
 
 
 
 
 
 
 
 



 

 
 
 
 
 

Vertical VI 
Applied Robotics Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1021 Drone Technologies 3 0 0 3 100 - 

19ADEN1022 Agricultural Robotics 3 0 0 3 100 - 

19ADEN1023 Robot Operating Systems 3 0 0 3 100 - 

19ADEN1024 Collaborative Robotics 3 0 0 3 100 - 

19ADEN2021 Sensors and Instrumentation 2 0 2 3 100 - 

19ADEN2022 Embedded Computing Systems 2 0 2 3 100 - 

19ADEN2023 Robotic Automation technology 2 0 2 3 100 - 

19ADEN2024 Mobile Robotics 2 0 2 3 100 - 

Vertical V 
Emerging Technologies Electives 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ADEN1017 Fuzzy Logic and Neural Computing 3 0 0 3 100 - 

19ADEN1018 Optimization Techniques 3 0 0 3 100 - 

19ADEN1019 Information Retrieval Methods 3 0 0 3 100 - 

19ADEN1020 Reinforcement Learning 3 0 0 3 100 - 

19ADEN2017 Fundamentals of Virtualization 2 0 2 3 100 - 

19ADEN2019 
Natural Language Processing 
Systems 

2 0 2 3 100 - 

19ADEN2020 Web Services and DevOps 2 0 2 3 100 - 

19ADEN2025 Edge Computing 2 0 2 3 100 - 



Diversified Electives 
 

Course Code Course Title 
Hours/Week 

Credits Marks 
Common to 

Programmes L T P 

19ITEC1001 Intellectual Property Rights 3 0 0 3 100 All 

19MEEC1025 Fundamentals of Entrepreneurship 3 0 0 3 100 All 

19MEEC1026 Design Thinking and Innovation 3 0 0 3 100 All 

19ADEN1025 
Business and Sustainable 
Development 

3 0 0 3 100 
- 

19MEEC1001 Product Life Cycle Management 3 0 0 3 100 
AU, AD, CS, 

EC,EE, EI, IT & ME 

19MEEC2002 PLM for Engineers 2 0 2 3 100 
AU, AD, CS, 

EC.EE, EI, IT & ME 

19ITIC1001 Integrated Big Data Solutions 3 0 0 3 100 
AD, AM, CS,IT & 

SC 

 
 

Open Electives (Offered to other Programmes) 
 

Course Code Course Title 

Hours/Week 

Credits Marks 
Common to 

Programmes 
L T P 

19ADOC1001 Data Mining and Warehousing 3 0 0 3 100 - 

19ADOC1002 Data Science for Engineers 3 0 0 3 100 - 

19ADOC1003 Business Analytics 3 0 0 3 100 - 

19ADOC1004 Cognitive Science 3 0 0 3 100 - 

19ADOC1005 
Total Quality Management  
Principles 

3 0 0 3 100 - 

19ADOC1006 Professional Ethics 3 0 0 3 100 - 

19ADOC1007 Ethical Hacking Essentials 3 0 0 3 100 - 

19ADOC1008 Data Visual Exploration 3 0 0 3 100 - 

19ADOC1009 
Foundations of Marketing 
Analytics 

3 0 0 3 100 - 

19ADOC1010 
Information Extraction and                    
Text  Mining 

3 0 0 3 100 - 

19ADOC1011 Drone Technology 3 0 0 3 100 - 

19ADOC1012 Agri-Robotics 3 0 0 3 100 - 
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Semester VIII 

Course Code: 19SHVG6001 Course Title:  Entrepreneurship Development 

 
Course Category: Minor Course Level: Basic 

L:T:P 1:0:0  Credits: 1 Total Contact Hours: 15 Max Marks:100 

Course Objectives:  

The course is intended to equip students with the entrepreneurial mindset, understand 

market, apply the process of problem solving, and Entrepreneurship ecosystem.  

Entrepreneurship           15 Hours 

Entrepreneur- Types of Entrepreneurship-Problem identification-Opportunity Discovery-

Explore Market, customer persona-customer segmentation, TAM,SOM,SAM- creating 

compelling value proposition- competitor analysis. Prototying- Types -Business model 

canvass-Idea pitching. Entrepreneurial eco system- Startups-Angel Investors, Venture 

Capitalist, Makers Space, Incubators, Accelerators-Financial models- Equity, Debt, 

Crowd funding. 

Course Outcomes Cognitive Level 

At the end of the course, students will able to 

CO1: Pitch an Idea for a problem with understanding 

entrepreneurial ecosystem. 
Apply 

Text Book(s): 

1. Robert D.Hisrich, Micheal P. Peters, Dean A. Shepherd, Sabayasachi (2020), 

Entrepreneurship,McGrawHill, 11
th

 Edition. 

2. Donald F Kuratko,Entrepreneurship: Theory, Process, Practice with MindTap, 

11th Edition. 

Web References: 

1. https://wadhwanifoundation.org/our-programs/ignite/ 

2. https://academy.forge-iv.co/#academia 

 

 

https://wadhwanifoundation.org/our-programs/ignite/
https://academy.forge-iv.co/#academia


Course Code: 19ADPN6801 Course Title: Project  

Course Category: Project Course Level: Practice 

L:T:P(Hours/Week) 

0: 0: 16 

Credits:8 Total Contact Hours:240 Max Marks: 

200 

 Pre-requisites  

 Nil 

Course Objectives 

The course is intended to: 

1. Propose a sound technical knowledge of their selected project topic. 

2. Formulate problem identification, and solution. 

3. Combine the knowledge, skills and attitudes of a professional engineer 

 

The objective of Project  is to enable the student to take up investigative study in the 

broad field of Artificial Intelligence and Data Science, either fully theoretical/practical or 

involving both theoretical and practical work to be assigned by the Department on an 

individual basis or two/three students in a group, under the guidance of a Supervisor. This is 

expected to provide a good initiation for the student(s) in R&D work. 

 

Course Outcomes 
Cognitive 

Level 
At the end of this course, students will be able to: 

CO1: Propose  a sound technical knowledge of their selected project topic by 
          formulating proper methodology. 

Create 

CO2: Formulate problem identification and solution to successful completion 
the project. 
 

Create 

CO3: Combine the knowledge, skills and attitudes of a professional engineer 
to formulate, analyze and investigate problems systematically. 
 

Create 

 

 

 

 



 

Course Articulation Matrix 

  CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

CO2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

CO3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

High-3; Medium-2; Low-1 

 

 











Course Code: 19ADEN1003 Course Title: Web Application Security 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 

The course is intended to: 

1. Understand the fundamental principles and concepts of web application security 

2. Explore various security mechanisms and technologies used to protect web 
applications 

3. Analyze real-world case studies and examples of web application security breaches 

4. Evaluate different approaches to secure web application development 

5. Discuss emerging trends and challenges in web application security for adapting 
security measures accordingly 

 
Unit I Web Application Reconnaissance 9 Hours 

The history of Software Security - Introduction to Web Application Reconnaissance - 

Recognizing Web Application Security Threats - Web Application Security - Web Servers - 

Secure Socket layer - Transport layer Security - Session Management - Input Validation. 

Unit II Web Application Security Principles 9 Hours 

Authentication: Access Control - Authentication Fundamentals - Two factor and three Factor 

Authentication - Web Application Authentication - Authorization: Access Control - Session 

Management - Securing Web Application Session Management. 

Unit III Secure Development and Deployment 9 Hours 

Web Applications Security - Security Testing - Security Incident Response Planning - 

Microsoft Security Development Lifecycle (SDL) - OWASP Comprehensive Lightweight 

Application Security Process (CLASP) - Software Assurance Maturity Model (SAMM). 

Unit IV      Secure API Development 9 Hours 

API Security - Elements of API Security, Security mechanism, Natter API – Overview - 
Implementation - Securing Natter APIs: Addressing threats with Security Controls - Rate 
Limiting for Availability - Authentication to prevent spoofing – Encryption - Audit logging - 
Securing Session Cookies - Authentication in Web browsers - Token Based Authentication. 

 
Unit V       Hacking Techniques and Tools 9 Hours 

Vulnerability Assessment Lifecycle - Vulnerability Assessment Tools: Cloud - based 

vulnerability scanners - Host - based vulnerability scanners - Network - based vulnerability 

scanners - Database - based vulnerability scanners - Types of Penetration Tests: External 

Testing - Web Application Testing - Internal Penetration Testing - SSID or Wireless Testing - 

Mobile Application Testing. 

 

 
 

  



 Course Outcomes Cognitive 

Level 
At the end of this course, students will be able to: 

CO1: Identify the most common web application vulnerabilities and explain 
the potential impact of these vulnerabilities 

Understand 

CO2: Demonstrate the ability to evaluate the effectiveness of different 
web application security mechanisms through real- world case 
studies 

Apply 

CO3: Design and implement secure authentication and authorization 
mechanisms for web applications 

Apply 

CO4: Demonstrate the ability to synthesize advanced techniques for 
securing web servers and databases in enterprise 
environments 

Analyze 

CO5: Design a secure web application prototype that incorporates best 
security practices throughout the development life cycle 

Apply 

Text Book(s): 

T1. Andrew Hoffman,“Web Application Security: Exploitation and Counter measures for 
Modern Web Applications”, O’Reilly Media, Inc,1st Edition, 2020. (Unit I & II) 

T2. Bryan Sullivan, Vincent Liu, “Web Application Security: A Beginners Guide”, The 
McGraw-Hill Companies, 2012. (Unit  III & IV) 

T3. Neil Madden, “API Security in Action”, Manning Publications Co., NY, USA  

2020. (Unit V) 

Reference Book(s): 
R1. Michael Cross, “Developer’s Guide to Web Application Security”, Syngress 

Publishing,Inc 2007. 

R2. Ravi Das and Greg Johnson, “Testing and Securing Web Applications”, Taylor & 
Francis Group, LLC, 2021. 

R3.   Allen Harper, Shon Harris, Jonathan Ness, Chris Eagle, “Gideon Lenkey, and Terron 

Williams Grey Hat Hacking: The Ethical Hacker’s Handbook”, 3rd  Edition, The 

McGraw-Hill Companies, 2011. 
Web References: 

1. Web Application Security Vulnerabilities and How to prevent them in 2023: 
https://relevant.software/blog/web-application-security-vulnerabilities/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 - - - 1 - 1 1 1 1 2 2 1 

CO2 3 2 1 1 - 1 - 1 1 1 - 2 2 1 

CO3 3 2 1 1 - 1 - 1 1 1 - 2 2 1 

CO4 3 2 1 1 - 1 - 1 1 1 - 2 2 1 

CO5 3 2 1 1 - 1 - 1 1 1 1 2 2 1 

High-3; Medium-2; Low-1



 

Course Code: 19ADEN1004 Course Title: Fundamentals of Computation 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Data Structures and Algorithm Analysis I &II 

 
Course Objectives 
The course is intended to: 

1. Understand the theoretical foundations of computation in solving problems related to 
finite-state machines and regular languages 

2. Analyze and design finite automata to model and solve problems 

3. Explore regular languages and grammars to recognize and generate patterns in 
strings efficiently 

4. Examine context-free languages and grammars for understanding structured data 
processing 

5. Discuss Turing machines and computability theory leading to an understanding of the 
limits of computation and problem-solving in theoretical computer science 

 
Unit I Finite Automata 9 Hours 

Automata - Computability  Complexity  Chomsky Hierarchy of Languages  Finite 
Automata  Finite Automata for Vending Machine  Non determinism  Finite Automata with 
Epsilon Transitions  Equivalence of NFA and DFA  Minimization of DFA. 

Unit II Regular Languages 9 Hours 
Regular Grammars  Regular Languages and Operations  Regular Expressions  
Equivalence of Finite Automata and Regular Expressions: Thompson Construction  State 
Elimination Method  Closure Properties of Regular Languages  Pumping lemma for 
Regular Languages. 

Unit III Context Free Languages 9 Hours 

Context Free Grammars  Derivations - Parse Tree and Ambiguity  Simplification of 
Grammars  Normal Forms  CNF  GNF  Pushdown Automata  Language Acceptance of 
PDA  Applications of PDA  Equivalence of Pushdown Automata and CFG  Closure 
Properties of Context Free Languages. 

Unit IV      Turing Machine 9 Hours 

Turing Machine  Language Acceptance  Techniques for Turing Machine Construction  
Storage in Finite Control  Subroutine  Checking off Symbols  Multiple Tracks  Variants 
of Turing Machines  Universal Turing Machine. 

Unit V        Computability Theory 9 Hours 
Decidability: Decidable Languages  Undecidability  Reducibility: Undecidable Problems 
from Language Theory  Halting Problem  Post Correspondence Problem. 

 
 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Define the concepts of automata, computability, complexity, 
and the Chomsky Hierarchy of Languages 

Understand 

CO2: Design a finite automata model to represent a problem and to       analyze 
the model's behavior and correctness 

Analyze 

CO3: Compare and contrast different types of formal grammars and 
their capabilities to convert between regular expressions and finite 
automata 

Apply 

CO4: Explain the concept of a Turing Machine and its role in computability 
theory 

Apply 

CO5: Identify undecidable problems in language theory and to 
explain the significance of these problems in the context of 
computability 

Understand 

 
Text Book(s): 

T1.   
Languages and  3rd Edition, Pearson Education Publishers, 2012. 
(Unit I, II & III) 

T2.  Michael Sipser,  to the Theory  3rd Edition, Cengage 
Learning, 2013. (Unit IV & V) 

 
Reference Book(s): 

R1. Kamala Krithivasan, R. Rama,  to Formal Languages, Automata Theory 
 Education, 2009. 

R2. K. L. P. Mishra, N. Chandrasekaran,  of Computer Science: Automata, 
Languages  3rd Edition, PHI, 2006. 

 
Web References: 

1. NPTEL Course Grammars and Natural Language Processing URL: 
http://nptel.ac.in/courses/106106049/ 

2. JFLAP tool  Home URL: www.jflap.org/ 
 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 1 1 - 1 - - - - 1 2 2 1 

CO2 3 2 1 1 - 1 - 1 1 1 1 2 2 1 

CO3 3 2 1 1 - 1 - 1 1 1 1 2 2 1 

CO4 3 2 1 1 - 1 - 1 1 1 1 2 2 1 

CO5 3 2 1 1 - 1 - 1 1 1 1 2 2 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN2001 Course Title: Cryptographic Techniques in Network 
Security 

Course Category: Professional Elective Course Level: Mastery 
L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Calculus and Transforms 
 Discrete Mathematics for Artificial Intelligence 

Course Objectives 
The course is intended to: 

1. Employ classical encryption techniques for providing confidentiality Service 

2. Implement symmetric key algorithms for encrypting text and multimedia Data 

3. Apply number theory concepts to design asymmetric key algorithms for providing 
confidentiality and key exchange services 

4. Apply hash function and digital signature for protecting digital documents 

5. Describe key management and user authentication protocols for providing key 
sharing and authentication services 

Unit I Classical Encryption 6 Hours 

Basic concepts  Security attacks  services and mechanisms  Characteristics of good 
ciphers  Security Standards  Classical encryption techniques: Symmetric cipher  
Substitution techniques and Transposition techniques. 

Unit II Symmetric Ciphers 6 Hours 
Block cipher design principles  Data Encryption Standard (DES)  Fields and finite field 
arithmetic  Advanced Encryption Standard (AES)  Block cipher modes of operation. 
Principles of random number generation  random number generators  Stream ciphers  
RC4. 
Unit III Asymmetric Ciphers 6 Hours 
Number theory concepts: Euclidean algorithm  Modular arithmetic  Prime numbers  

  theorem  Discrete logarithms  Principles of public-key cryptosystems 
 RSA algorithm  Diffie-Hellman key exchange  ElGamal cryptographic system. 

Unit IV  Hash Function and Digital Signature 6 Hours 
Hash function: Applications  Requirements  Secure Hash Algorithm (SHA)  Message 
authentication codes: Requirements  functions  Hash based Message Authentication 
Codes (HMAC)  Digital signature: Properties  ElGamal digital signature scheme  Schnorr 
Digital Signature Scheme  Digital Signature Standard (DSS). 

Unit V   Key Management and Authentication 6 Hours 
Key management and distribution  X.509 certificate  Public key infrastructure  Kerberos 
protocol. 

List of Exercises 30 Hours 
1. Implement various traditional Substitution and Transposition techniques (without 

using built-in package) 
2. Implement DES and AES algorithms using Java built-in packages 
3. Implement RSA algorithm using Java built-in packages 
4. Develop Diffie-Hellman key exchange algorithm (without using built-in package) 
5. Implementation of Hash Function using Java built-in packages 

6. Implementation of Digital signature using Java built-in packages 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the fundamental principles of cryptography for secure 
network communication 

Understand 

CO2: Analyze the most appropriate cryptographic techniques to real- 
world network security problems 

Analyze 

CO3: Implement and evaluate the basic cryptographic algorithms using a 
programming language to ensure their robustness 

 
Apply 

CO4: Design a secure communication protocol that utilizes 
appropriate cryptographic techniques 

 
Apply 

CO5: Evaluate the security vulnerabilities of existing cryptographic 
protocols and analyze the potential impact of vulnerabilities 

Analyze 

 
Text Book(s): 

T1. William Stallings,  and Network Security - Principles and 
7th Edition, Pearson Education, 2017. 

Reference Book(s): 
R1. Behrouz A Forouzan and Debdeep Mukhopadhyay,  and Network 

 3rd Edition, Tata McGraw Hill, New Delhi, 2016. 
R2. Atul Kahate,  and Network  3rd Edition, Tata Mcgraw Hill, New 

Delhi, 2017. 
R3. Douglas R Stinson,  - Theory and  Chapman and Hall / CRC 

Press, New York, 2013. 
 
Web References: 

1. NPTEL Course Cryptography And Network Security URL: 
https://nptel.ac.in/courses/106/105/106105162/ 

2. Tutorials point Course Content on cryptography URL : 
https://www.tutorialspoint.com/cryptography/index.htm 

3. Khan Academy Course Content on cryptography URL : 
https://www.khanacademy.org/computing/computer-science/cryptography 

 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 1 1 - 1 - 1 - - 1 2 3 2 

CO2 3 2 1 1 - 1 - 1 1 1 1 2 3 2 

CO3 3 2 1 1 - 1 - - 1 1 1 2 3 2 

CO4 3 2 1 1 - 1 - - 1 1 1 2 3 2 

CO5 3 2 1 1 - 1 - 1 1 1 1 2 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2002 Course Title: Blockchain Technology 

Course Category: Professional Elective Course Level: Practice 

L:T  :P(Hours/Week)  
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Interpret the significance of decentralization 
2. Demonstrate the concept of crypto currency 
3. Develop smart contracts in ethereum network 
4. Create a distributed ledger using hyper ledger fabric 
5. Explore the challenges and trends using various blockchain projects 

 
Unit I   Fundamentals of Blockchain 6 Hours 
History of Blockchain  Types of Blockchain  Consensus  Decentralization using Block 
chain  Methods of Decentralization- Blockchain and Full Ecosystem Decentralization  
Platforms for Decentralization-Decentralized Autonomous organization. 

Unit II Crypto Currency And Smart Contracts 6 Hours 

Private key vs. Public key-Hash function-Secure Hash algorithms-Bitcoin  Digital Keys and 
Addresses  Transactions  Mining  Bitcoin Networks and Payments  Wallets  Alternative 
Coins  Theoretical Limitations  Bitcoin limitations  Smart Contracts  Ricardian Contracts. 

Unit III   Ethereum 6 Hours 

The Ethereum Network  Components of Ethereum Ecosystem  Ethereum Development 
tools and frameworks  Solidity Language. 

Unit IV   WEB3 and Hyperledger 6 Hours 

Introduction to Web3  Contract Deployment  POST Requests  Development Frameworks 
 Hyperledger as a Protocol  The Reference Architecture  Hyperledger Fabric  

Distributed Ledger. 

Unit V   Alternative Blockchains and Challenges 6 Hours 
Kadena  Ripple  Rootstock  Quorum  Multichain  Scalability  Privacy  Emerging 
trends  Other challenges  Blockchain Research  Notable Projects. 

List of Exercises 30 Hours 

1. Implement a program to create your own Blockchain and analyse Blockchain security 
issues. 

2. Implement a program to create the Wallets and track process of transactions in 
Cryptocurrency. 

3. Develop smart contract on private Blockchain using Ethereum tools like Ganache and 
GO. 

4. Create and deploy a business network on Hyperledger Composer Playground. 

5. Implement a business network in Blockchain using hyperledger Fabric. 

6. Develop a Blockchain based solution using Multichain for banking system. 
 



 
Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Interpret the significance of decentralization using blockchain Understand 

CO2: Demonstrate the concept of crypto currency using Bitcoin Apply 

CO3: Develop smart contracts in ethereum network using solidity Apply 

CO4: Create a distributed ledger using hyperledger fabric for a web3 
application 

Apply 

CO5: Explore the challenges and trends using various blockchain projects Apply 

Text Book(s): 
T1. Kang  Imran  Technology, 

nd Edition, Packt Publishing, 
2018. 

 
Reference Book(s): 

R1. Arshdeep Bahga, Vijay Madisetti,  Applications: A Hands On 
VPT, 2017. 

R2. Andreas Antonopoulos, Satoshi Nakamoto,    2014. 
 

R3. Roger Wattenhofer,  Science of the  CreateSpace Independent 
Publishing, 2016. 

R4. Narayanan, J. Bonneau, E. Felten, A. Miller, S. Goldfeder, 
Cryptocurrency Technologies: A Comprehensive  Princeton University 
Press, 2016. 

 

Web References: 
1. Blockchain Architecture Design and Use Cases: https://nptel.ac.in/courses/106105184 

 

 
Course Articulation Matrix 

 
CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - - 1 - 1 - 1 - - 

CO2 3 2 1 1 - - - 1 - 1 - 1 - - 

CO3 3 2 1 1 2 - - 1 - 1 1 1 2 1 

CO4 3 2 1 1 2 - - 1 - 1 1 1 2 1 

CO5 3 2 1 1 - 1 - 1 - 1 - 1 - - 

High-3; Medium-2; Low-1



 

Course Code: 19ADEN2003 Course Title: Network and Web Security 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Computer Networking 

Course Objectives 
The course is intended to: 

1. Describe intrusion detection techniques and firewalls 
2. Apply IP security and Web security protocols 
3. Identify suitable e-mail security protocols 
4. Utilize wireless security protocols 
5. Identify security services in cloud environment 

 
Unit I Network Security 6 Hours 
Threats in networks - Network security controls  Intruders - Intrusion detection - Password 
management - Malicious software - Firewalls: Characteristics  Types - Firewall basing - 
Firewall location and configurations. 

Unit II IP and Web Security 6 Hours 

IP security: IP security policy - Encapsulating Security Payload - Web security: Secure 
Socket Layer - Transport Layer Security  HTTPS - Secure Shell (SSH). 

Unit III Electronic Mail Security 6 Hours 
Store and forward - Security services - Source authentication - Message integrity - Non- 
Repudiation - Proof of submission and delivery - Pretty Good Privacy (PGP) - 
Secure/Multipurpose Internet Mail Extension (S/MIME). 

 
Unit IV Wireless Network Security 6 Hours 
IEEE 802.11 wireless LAN overview - IEEE 802.11i wireless LAN security - Wireless 
Application Protocol - Wireless Transport Layer Security - WAP end-to-end security. 

 
Unit V Security In Cloud Computing 6 Hours 
Cloud Information Security Objectives - Cloud Security Services - Cloud Security Design 
Principles - Penetration Testing Tools and Techniques - Cloud Computing Risk Issues: CIA 
Triad - Privacy and Compliance Risks - Threats to Infrastructure - Data and Access Control - 
Cloud Service Provider Risks. 

 
List of Exercises 30 Hours 

1. Demonstrate Intrusion Detection System using any simulation tool (Example: Snort). 

2. Setup a honey pot and monitor it on the available network (Example: KF Sensor). 

3. Implement packet filtering firewall. (Example: Using jpcap package) 

4. Perform wireless audit on an access point or a router and decrypt WEP and WPA. 
(Example : Net Stumbler) 

5. Implement the encryption and decryption process used in PGP protocol. 

6. Study and analyze the various security protocols used to secure the transport layer for 
a gmail account. 



 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe intrusion detection techniques and firewalls for 
preventing security attacks 

Understand 

CO2: Apply IP security and web security protocols for providing data 
security services 

Apply 

CO3: Identify suitable security protocols for securing e-mail services Apply 

CO4: Utilize wireless security protocols for protecting data in wireless 
environment 

Apply 

CO5: Identify security services in cloud environment for secure data 
sharing 

Apply 

 

Text Book(s): 
T1.  th 

Edition, Pearson Education, 2017.(Unit I,II & III) 

T2. Ronald L Krutz - A Comprehensive Guide to 
Secure  Wiley, 2016. (Unit IV & V) 

Reference Book(s): 

R1. Bernard Menezes,  Security and  Cengage Learning, 2014. 
 

R2. Behrouz A Forouzan and Debdeep Mukhopadhyay,  and Network 
 3rd Edition, Tata McGraw Hill, New Delhi, 2016. 

R3.  
 Wiley and Sons, 2013. 

 
Web References: 

1. NPTEL Course contents on Cryptography and Network Security 
URL:http://nptel.ac.in/courses/106105162/ 

2. Learn Internet Security at Tutorial point 
URL: https://www.tutorialspoint.com/internet_security/index.htm 

3. Network Security Tutorial of APNIC. 
URL: https://training.apnic.net/wp-content/uploads/sites/2/2016/12/TSEC01.pdf 

 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 2 1 1 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 - 

CO4 3 2 2 2 2 - - - - 2 1 1 3 2 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2004 Course Title : Digital Forensics 

Course Category: Professional Elective Course Level: Mastery 

L : T : P(Hours/Week) 
2 : 0 : 2 Credits:3 Total Contact Hours:60 Max.Marks:100 

Pre-requisites 
 NIL 

Course Objectives 
The course is intended to: 

1. Discuss the cybersecurity policy and its evolution 

2. Summarize the scope and laws of Computer Forensics 

3. Explain the process of acquiring and documenting Computer Forensic Evidenc 
4. Describe the steps involved in investigating Network Forensics 
5. Comprehend the steps involved in investigating Mobile Forensics 

Unit I Cyber Security 6 Hours 

Cyber Security  Cyber Security policy  Domain of Cyber Security Policy: 
Laws and Regulations - Enterprise Policy - Technology Operations - Technology 
Configuration - Strategy Versus Policy  Cyber Security Evolution: Productivity 

 Internet - E-commerce - Counter Measures - Challenges. 

Unit II Scope and Laws of Computer Forensics 6 Hours 

Scope of Computer Forensics: Introduction - Types of Evidence - Investigator skills 
- Importance - History of Computer Forensics - Law Enforcement Training- 
Operating Systemsand File Systems. 

Unit III Acquiring Evidence and Documentation 6 Hours 

Lab requirements - Private sector computer forensics laboratories - Computer 
Forensics laboratory requirements - Extracting evidence from a device - 
Documenting the Investigation. 

Unit IV Network Forensics 6 Hours 

Tools - Networking devices - Network forensics - OSI Model - Advanced Persistent 
Threat - Investigating a Network Attack. 

Unit V Mobile Forensics 6 Hours 

Cellular Network - Handset Specifications - Mobile Operating Systems - Standard 
Operating Procedures for Handling Handset Evidence - Handset Forensics  
Case Studies. 

List of Exercises 30 Hours 

1. Study of Computer Forensics and different tools used for forensic investigation. 

2. Live Forensics Case Investigation using Autopsy. 

3. How to Recover Deleted Files using Forensics Tools. 
4. Find Last Connected USB on your system (USB Forensics). 

5. How to Extracting Browser Artifacts 

6. Study the steps for hiding and extract any text file behind an image file/ Audio file 
using Command Prompt. 

 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the principles and methodologies of digital forensics 
evidence acquisition 

Apply 

CO2: Analyze the digital evidence using forensic tools to identify artifacts 
and reconstruct timelines 

Analyze 

CO3: Explain the process of acquiring and documenting Computer 
Forensic Evidence for investigation 

Apply 

CO4: Recommend appropriate digital forensics techniques for different 
scenarios 

Apply 

CO5: Articulate the importance of continuous learning in the evolving 
field of digital forensics and identify strategies for staying 
current with advancements 

Apply 

Text Book(s): 

T1. Jennifer L. Bayuk, J. Healey, P. Rohmeyer, Marcus Sachs , Jeffrey 
Schmidt, Joseph John Wiley & 
Sons, 2017. (Unit I,II & III) 

T2. Darren R. Hayes,  Practical Guide to Computer Forensics 
 Pearson,2014. (Unit IV & V) 

Reference Book(s): 
R1.  Bill Nelson, Amelia Phillips, Christopher Steuart,  Forensics and 

th Edition, Cengage learning, 2018. 
R2. 

Auerbach Publications 2017. 
R3. 

rd Edition, Tata McGraw -Hill, 2014. 
Web References: 

1. Basic Research in Cyber Security: http://dst.gov.in/basic-research-cyber- 
security 

2.  Developing a Computer Forensics Team: https://www.sans.org/reading- 
room/whitepapers/incident/developing- computer-forensics-team-628 

3. Advanced Executive Program in Cyber Security: 
https://www.cybrary.it/cyber-security/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 1 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 - 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO5 3 2 2 2 2 1 1 2 2 2 1 1 3 2 

High-3; Medium-2; Low-1 



 Vertical II Full Stack Development Electives 
Course Code: 19ADEN1005 Course Title: User Interface Design Principles 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Explain the principles and process of UI design 
2. Design User Interfaces using appropriate Windows and Menu controls 
3. Develop Interaction design, Evaluation and Testing process 
4. Design mobile applications by choosing appropriate Mobile Design elements 
5. Design the webpages by selecting appropriate Interaction methods 

 
Unit I Principles and Process 9 Hours 

Importance of the User Interface  Interaction Styles  Graphical User Interface  Direct 
Manipulation  Characteristics  Web User Interface  Principles of User Interface Design 

 User Interface Design Process  Human Characteristics in Design. 
 

Unit II Windows and Menus 9 Hours 

Windows  Characteristics  Components  Presentation Styles  Types  Organizations 
 Operations  Web Systems  Device Based Controls  Screen Based Controls  

Menus Structures  Functions  Contents  Formatting  Phrasing  Selecting Menu 
Choices  WebSite Navigation  Graphical Menus. Case Study: Pencil Project tool. 

 

Unit III Design and Testing 9 Hours 

Emotions and the User Experience  Expressive Interfaces  Frustrating Interfaces  Models 
of Emotion  Interfaces  Process of Interaction Design  Requirements Gathering  Analysis 

 Interpretation  The Evaluation Framework  Usability Testing  Prototypes  Kinds of Test. 
Case Study: Just in mind Prototype. 

 
Unit IV Mobile HCI 9 Hours 

Mobile Ecosystem: Platforms  Application frameworks  Types of Mobile Applications  
Mobile Information Architecture  Mobile Design  Elements of Mobile Design  Case 
study: Mobile 2.0. 

 
Unit V Web HCI 9 Hours 

In Page Editing  Drag & Drop  Direct Selection  Contextual Tools  Overlays  Inlays 
and Virtual Pages  Process Flow  Static Invitations  Dynamic Invitations. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the principles and process of UI design for developing 
an Interface 

Understand 

CO2: Fundamental UI design principles like visual hierarchy, balance, 
and consistency 

Apply 

CO3: Develop Interaction design, Evaluation and Testing process to 
solvereal world problems 

Apply 

CO4: Design mobile applications by choosing appropriate Mobile 
Designelements for a given scenario 

Apply 

CO5: Designing the webpages by selecting appropriate Interaction 
methodsfor building an application 

Apply 

 

Text Book(s): 
T1. rd Edition, John 

Wiley &Sons, 2007. (Unit I,II & III) 
T2. Brian Fling,  Design and   Media Inc., 2009. 

(Unit IV) 
T3. Bill Scott and Theresa Neil,  Web   2009. (Unit V) 

 
Reference Book(s): 

R1. Yvonne Rogers , Helen Sharp, Jenny Preece,  Design: Beyond Human  
Computer  5th Edition, John Wiley & Sons, 2019. 

R2. Jenifer Tidwell,   2nd Edition,  Publications, 2011. 
 

R3. Marc Silver,  Interface  Delmar Cengage Learning, 2013. 

Web References: 
1. NPTEL Course User Interface Design  

https://onlinecourses.nptel.ac.in/noc21_ar05/preview 

2. User interface design for the mobile web 
URL:https://www.ibm.com/developerworks/library/wa-interface/ 

3. Designing web applications URL:http://nathanbarry.com/webapps/of- management- 
buisness-management/512 

4. Ten Great Sites for UI Design Patterns URL:https://www.interaction-design.org/ 
literature/ article/10-great-sites-for-ui-design-patterns. 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 1 1 1 1 1 - - 1 - 1 - - - - 

CO2 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO3 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO4 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO5 2 1 1 1 1 - - 2 3 3 - 1 1 - 

High-3; Medium-2; Low-1



Course Code: 19ADEN1006 Course Title: Visual Data Analysis 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Create interactive computer graphics 

2. Demonstrate the basic principles of implementing graphical output primitives 
andtheir attributes 

3. Implement 2D transformation and viewing operations 

4. Design a 3D object and perform transformation and viewing operations 

5. Identify suitable surface detection, lighting and rendering methods 
 

Unit I Graphics Software Standards and Primitives 9 Hours 
Coordinate Representations  Graphics Functions  Software Standards  Introduction to 
OpenGL  Coordinate reference frame  Specifying 2D using OpenGL  OpenGL Point 
Functions  OpenGL Line Functions  Fill Area Primitives  Polygon Fill Area  OpenGL 
polygon Fill Area Functions. 

Unit II Output Primitives and Attributes 9 Hours 
Line Drawing Algorithms  DDA Line Drawing Algorithm  Bresenhams Line Drawing 
Algorithm  Circle Drawing Algorithm. Point attributes  Line attributes  Fill Area attributes 
 Characterattributes  OpenGL Functions. 

 
Unit III 2D Transformation and Viewing 9 Hours 
Basic Transformations  Homogeneous Representation  Composite Transformation  
Other Transformations  OpenGL functions. Viewing Pipeline  Clipping Window  
Window to Viewport transformation  OpenGL 2D viewing Functions  Clipping 
Algorithms: Point Clipping  Line Clipping  Cohen Sutherland Line Clipping Algorithm  
Polygon Clipping  Sutherland Hodgeman and Weiler Atherton Method  Text Clipping. 

Unit IV 3D Transformations and Viewing 9 Hours 
3D Object Representation  OpenGL Functions  Quadric and Cubic Surfaces Bezier and 
Spline Curves  3D Transformation  OpenGL Functions  3D Viewing  3D Viewing 
Concepts  3D Viewing Pipeline  Projection Transformations  Orthogonal Projections  
Oblique Parallel Projections  Perspective Projections  OpenGL Functions. 

 
Unit V        Visualization of 3D Objects 9 Hours 
Visible Surface Detection Methods: Classification  Back face detection  Depth Buffer 
Method  A Buffer Method  Scan Line Method  Depth Sorting Method  BSP Tree Method  
Oct TreeMethod  Comparison. Illumination and Surface Rendering: Light Sources  Surface 
Lighting Effects  Surface Rendering OpenGL Functions. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Create Interactive Computer Graphics using basic OpenGL 
functions 

Apply 

CO2: Demonstrate the basic principles in implementing graphical output 
primitives and their attributes for the given scenario 

Apply 

CO3: Implement 2D Transformations and Viewing operations for the 
given 2D object 

Apply 

CO4: Design a 3D object and perform Transformation and Viewing 
operations using OpenGL built-in functions 

Apply 

CO5: Identify suitable surface detection, lighting and rendering methods 
for displaying the real-world objects  

Apply 

 

Text Book(s): 
T1. Donald D. Hearn, M. Pauline Baker, Warren Carithers,  Graphics with 

th  Edition, Pearson Education, 2016. 

Reference Book(s): 
R1. nd 

Edition, McGraw-Hill International Edition, 2017. 
R2.  Edward Angel,  Computer Graphics A Top-Down Approach with 

 5thEdition, Addison-Wesley, 2012. 
R3.   Shalini Govil Pai,  of Computer Graphics Theory and Practice     
           using OpenGLand  Springer, 2010. 

Web References: 
1. NPTEL Course User Interface Design: 

https://nptel.ac.in/noc/courses/noc21/SEM2/noc21-cs97/ 

2. The Official Guide to Learning OpenGL: http://www.glprogramming.com/re 

3. OpenGL Reference Manual : http://www.glprogramming.com/blue/ 

4. OpenGL Latest :http://nehe.gamedev.net/ 

5. The Official site of OpenGL :http://www.opengl.org/ 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO2 2 1 1 1 1 - - 2 3 3 2 1 1 - 

CO3 2 1 1 1 1 2 - 2 3 3 2 1 2 - 

CO4 2 1 1 1 1 1 1 2 3 3 - 1 2 - 

CO5 2 1 1 1 1 1 1 2 2 2 - 1 2 - 

High-3; Medium-2; Low-1



Course Code: 19ADEN1007 Course Title: Computational Vision 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Summarize the fundamental concepts and methods related to Image formation and 
processing 

2. Apply feature detection, matching and detection 

3. Make use of feature based alignment and motion estimation 

4. Develop skills on 3D reconstruction 

5. Select image based rendering and recognition 

 
Unit I Introduction to Image Formation and Processing 9 Hours 

Computer Vision - Geometric primitives and transformations - Photometric image formation 
The digital camera - Point operators - Linear filtering - More neighborhood operators - Fourier 
transforms - Pyramids and wavelets - Geometric transformations - Global optimization. 

 
Unit II Feature Detection, Matching and Segmentation 9 Hours 

Points and patches - Edges - Lines - Segmentation - Active contours - Split and merge - 
Meanshift and mode finding - Normalized cuts - Graph cuts and energy - based methods. 

Unit III Feature - Based Alignment and Motion Estimation 9 Hours 

2D and 3D feature - based alignment - Pose estimation - Geometric intrinsic calibration - 
Triangulation  Two - frame structure from motion - Factorization - Bundle adjustment  
Constrained structure and motion - Translational alignment - Parametric motion - Spline- 
basedmotion  Optical flow - Layered motion. 

 
Unit IV 3D Reconstruction 9 Hours 

Shape from X - Active range finding - Surface representations - Point-based 
representations Volumetric representations - Model-based reconstruction - Recovering 
texture maps and albedosos. 

Unit V Image-Based Rendering and Recognition 9 Hours 

View interpolation Layered depth images - Light fields and Lumigraphs - Environment 
mattes - Video-based rendering - Object detection - Face recognition - Instance 
recognition  Category recognition - Context and scene understanding - Recognition 
databases and test sets. 



 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Apply fundamental computer vision principles to analyze 
real-world problems 

Apply 

CO2: Analyze the strengths and weaknesses of different computer 
vision algorithms based on their underlying theoretical principles 

Apply 

CO3: Make use of feature based recognition and motion estimation 
for identifying the characteristics of an object 

Apply 

CO4: Utilize 3D reconstruction for capturing the shape and 
appearance ofobjects 

Apply 

CO5: Influence the ongoing theoretical advancements in computer 
vision and the implications for future applications 

Apply 

 
Text Book(s): 

T1.  - Texts in 
Computer Science, Second Edition, 2022. (Unit I, II & III) 

T2. D. A. Forsyth, J. Ponce,  Vision: A Modern  Pearson 
Education, Second Edition, 2015. (Unit IV &V) 

Reference Book(s): 
R1. Richard Hartley and Andrew Zisserman,  View Geometry in Computer 

 Edition, Cambridge University Press, 2004. 
R2. Christopher M. Bishop,  Recognition and Machine 

2006. 
R3. E. R. Davies,  and Machine  Fourth Edition, Academic 

Press, 2012. 

Web References: 
 

1. NPTEL Course computer Vision and image processor 
https://onlinecourses.nptel.ac.in/noc19_cs58/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO2 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO3 2 1 1 1 1 2 1 2 3 3 2 1 1 2 

CO4 2 1 1 1 1 2 1 2 3 3 2 1 1 2 

CO5 2 1 1 1 1 - - 2 3 3 - 1 1 - 

High-3; Medium-2; Low-1



Course Code: 19ADEN1008 Course Title: Cloud Services Management 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Understand the Cloud Service Management terminology, definition and concepts 

2. Compare cloud service management with traditional IT service management 

3. Identify strategies to reduce risk and eliminate issues associated with adoption of 
cloudservices 

4. Select appropriate structures for designing, deploying and running cloud-based 
servicesin a business environment 

5. Illustrate the benefits and drive the adoption of cloud-based services 
 
 

Unit I Cloud Ecosystem 9 Hours 

Cloud Ecosystem - The Essential Characteristics - Basics of Service Management - Service 
Perspectives - Cloud Service Models - Cloud Service Deployment Models. 

 
Unit II Cloud Services Fundamentals 9 Hours 

Cloud Strategy Management Framework- Cloud Policy - Key Driver for Adoption - Risk 
Management - IT Capacity and Utilization - Demand and Capacity matching - Demand 
Queuing - Change Management - Cloud Service Architecture. 

Unit III Cloud Service Management 9 Hours 

Cloud Service Reference Model - Cloud Service Lifecycle - Basics of Cloud Service Design 
- Dealing with Legacy Systems and Services - Benchmarking of Cloud Services - Cloud 
Service Capacity Planning - Deployment and Migration - Marketplace - Operations 
Management. 

 
Unit IV Cloud Service Economics 9 Hours 

Pricing models for Cloud Services - Procurement of Cloud-based Services - Capex vs 
OpexShift - Cloud service Charging - Cloud Cost Models. 

 
Unit V Governance and Values 9 Hours 

Cloud Governance Framework & Structure - Cloud Governance Considerations - Cloud 
Service Model Risk Matrix - Value of Cloud Services - Balanced Scorecard - Total Cost of 
Ownership. 



 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain core cloud service models and their associated services 
for appropriate applications 

Understand 

CO2: Analyze and compare different cloud management platforms 
and their functionalities of cloud resources 

Apply 

CO3: Identify strategies to reduce risk and eliminate issues associated 
with adoption of cloud services 

Apply 

CO4: Select appropriate structures for designing, deploying and running 
cloud-based services in a business environment 

Apply 

CO5: Illustrate the benefits and drive the adoption of cloud-based 
services to solve real world problems 

Apply 

 

Text Book(s): 
T1. Thomas Erl, Robert Cope, Amin Naserpour,  Computing Design 

 Education, 2017. (Unit I, II & III) 

T2.  Enamul Haque,  Service Management and Governance: Smart Service 
Management in Cloud  Enel Publications, 2020. (Unit IV & V) 

Reference Book(s): 
R1.  

AcademicPublishing, 2020. 

R2.  Rajkumar  

ComputingFoundations and Applications  2013. 

Web References: 

1. NPTEL Course Cloud Computing: https://onlinecourses.nptel.ac.in/noc21_cs14/preview 
 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO2 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO3 2 1 1 1 1 1 1 2 3 3 - 1 1 3 

CO4 2 1 1 1 1 1 1 2 3 3 2 1 1 3 

CO5 2 1 1 1 1 - - 2 3 3 2 1 1 - 

High-3; Medium-2; Low-1



Course Code: 19ADEN2005 Course Title: Web Programming 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 IT Practices Lab 

Course Objectives 
The course is intended to: 

1. Understand the core principles of web development, including the roles of HTML, CSS, 
and JavaScript 

2. Develop proficiency in constructing static web pages using HTML for structure and 
content, and CSS for styling and layout 

3. Implement basic interactivity and user input validation using client-side scripting with 
JavaScript 

4. Evaluate and compare different web development tools and frameworks based on 
project requirements 

5. Design and develop a dynamic web application utilizing client-side scripting and server- 
side functionality 

 
Unit I Bootstrap 6 Hours 

Containers  Grid System  Display Widths  Advanced Grid Techniques: Row Columns  
Vertical Alignment  Horizontal Alignment  Nesting  Collapse and Expand  Navigation 
Bar  Buttons  Tables  Labels and Badges  Tabs  Alerts  Progress Bar  Cards  
Carousels Forms. 

 
Unit II JQuery and AJAX 

6 Hours 

Selecting and Filtering  Events  Manipulating Content and Attributes  Iteration of 
Arraysand Objects  Working with CSS Properties  AJAX. 

 
Unit III React JS 

6 Hours 

React Elements  React DOM  React Components  React with JSX  React State 
Management  Building Forms  React Context  Enhancing Components with Hooks  
Incorporating Data. 

 
Unit IV Node JS 6 Hours 

Node.js Capabilities  Setting up Node.js  Modules  NPM  Event Emitters  Sending and 
receiving events with Event Emitters  HTTP server applications  HTTP Sniffer  
Listeningto the HTTP conversation  Express JS  Making HTTP Client requests  Calling a 
REST backend service  Mobile First Paradigm. 

 
Unit V Web Content Management 6 Hours 

Content Management system  Acquiring CMS  Content Management Team  Content 
Modeling  Content Aggregation  Output and Publication Management  Case Study: 
Joomla. 



List of Exercises 30 Hours 

1. Develop a responsive web page using BootStrap 
2. Develop interactive web pages using JQuery and AJAX 

3. Create a front-end web page using React JS 

4. Implement back-end web system using Node JS 

5. Develop a web application using Node JS 

6. Create a Web content management system using Joomla tool 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Design a responsive web page using Bootstrap Technology Apply 

CO2: Develop interactive web pages using open source JavaScript 
Librarieslike JQuery and AJAX 

Apply 

CO3: Construct complex user interfaces having a unidirectional data 
flowusing React JS 

Apply 

CO4: Develop a back end solution for a given scenario using Node JS Apply 

CO5: Build a Web Content Management System using tools like    
Joomla  

Apply 

Text Book(s): 

T1. Panos Matsinopoulos, "Practical Bootstrap: Learn to Develop Responsively with One 
ofthe Most Popular CSS Frameworks", APress, 2020.(Unit I ,II& III) 

T2. Richard York, "Web Development with jQuery", Wiley India, 2015.(Unit  IV,V) 
Reference Book(s): 

R1. C Xavier, "Web Technology and Design", First edition, New Age International 
Publishers, 2018. 

R2. Porter Scobey, Pawan Lingras, "Web Programming And Internet Technologies: An 
E-Commerce  2nd Edition, Jones and Bartlett Publishers, Inc, 2016. 

Web References: 

1. React JS Tutorial: https://reactjs.org/tutorial/tutorial.html 

2. nodejs Tutorial: https://nodejs.org/en/ 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO2 2 1 1 1 1 - - 2 3 3 - 1 1 - 

CO3 2 1 1 1 1 3 3 2 3 3 - 1 1 2 

CO4 2 1 1 1 1 3 3 2 3 3 3 1 1 2 

CO5 2 1 1 1 1 3 3 2 3 3 3 1 1 - 

High-3; Medium-2; Low-1



Course Code: 19ADEN2006 Course Title: Game Designing Techniques 

Course Category: Professional Elective Course Level: Practice 

L: T : P(Hours/Week) 
2: 0 : 2 

Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Artificial Intelligence-II 

Course Objectives 

The course is intended to: 

1. Understand the fundamental concepts of game design, including core mechanics, player 
experience, and different game genres 

2. Analyze successful game examples to identify core mechanics, player motivations, and 
design principles 

3. Develop engaging game concepts through brainstorming, prototyping, and iterating on 
mechanics and user experience 

4. Apply various dynamic aspects of gameplay 
5. Implement basic game mechanics using appropriate game development tools or 

frameworks 
 

Unit I Elements and Player Experience 6 Hours 

Design Process - Model Description  Practice of game design - Player Experience  Player 
theories  User Personas  Empirical models  Experience design. 

 
Unit II Game Mechanics 6 Hours 

Mechanics as Building Blocks - Composition of Mechanics - Games as State Spaces 
Game State - Explicit and Implicit Mechanics - Families of Mechanics: Control Mechanics 
- Progression Mechanics - Uncertainty Mechanics - Resource Management Mechanics  
Mechanics Design. 

Unit III Game System 6 Hours 

Game system - Mechanic chains and loops  Feedback loops - Effects of Positive Feedback 
- Effects of Negative Feedback  Emergence and Chaos  System design  System tuning - 
Case Study: Diablo. 

 
Unit IV Game Play 6 Hours 

Gameplay Loops - Player Motivation: Intrinsic and Extrinsic Motivation - Intrinsic Motivation: 
Flow and Learning Flow - Extrinsic Motivation: Work and Rewards - Gameplay Loop Design 
Heuristics  Case Study: The Sims. 

Unit V Macrostructure and Prototype 6 Hours 

Game Fiction - Macrostructure and Content Arcs  Prototyping: Playable Prototypes - 
Iterative Process - Playtesting - Documenting Design - Finishing Iteration  Case study: The 
Witcher - Project Highrise. 



List of Exercises 30 Hours 

1. Develop a game design document for a simple game 

2. Build a prototype of the game designed in Exercise 1 
3. Develop different game mechanics required to provide the expected user experience 
4. Integrate the mechanics developed in Exercise 3 to provide a dynamic gaming 

experience 
5. Design a suitable user interface for the game developed 

6. Include audio and special effects to the game environment 
Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the elements of games by preparing a design document 
for a real game 

Understand 

CO2: Analyze existing games to identify their core mechanics, player 
motivations, and underlying design principles 

Apply 

CO3: Design engaging game concepts through brainstorming, 
prototyping, and iterating on mechanics and user experience 

Apply 

CO4: Implement basic game mechanics using a chosen game 
development tool or framework 

Apply 

CO5: Effectively communicate game design ideas through well- 
structured documentation, clear presentations and informative 
play testing sessions 

Apply 

Text Book(s): 

T1. Robert Zubek,  Elements of Game  , The MIT Press, 2020 

Reference Book(s): 
R1.  Nicolas Alejandro Borromeo, -on Unity 2020 Game  Packt 

Publishing Ltd, 2020. 

R2. 
MercuryLearning And Information LLC, 2015. 

Web References: 

1. Introduction to Game Design URL: https://www.coursera.org/learn/game-design 

2.  Introduction to Game Design Theory URL: 
https://www.udemy.com/course/welcome-to-game-design-introduction-to-game- 
theory/ 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - - 2 2 1 - 1 - 1 

CO2 3 2 2 2 2 1 1 2 2 2 1 1 3 1 

CO3 3 2 2 2 2 1 1 2 - 2 1 1 3 1 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 3 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN2007 Course Title: Augmented Reality for AI 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Describe the fundamentals of XR with example applications 
2. Outline the Augmented Reality Architecture and Modelling for real time applications real 

time applications 
3. Develop the Augmented reality applications by choosing appropriate tools appropriate 

tools 
4. Explain the basics of augmented reality with real time examples 
5. Apply the design principles and practices of augmented reality apps for industrial sectors 

 
Unit I XR Overview 6 Hours 
Introduction  XR Spectrum  Definitions - Augmented Reality  Virtual Reality  Mixed 
Reality  History  Challenges  XR and Business  Applications : Retail  Training - 
Education  Healthcare - Entertainment  Sports  Manufacturing - Military. 

Unit II VR IO, Modelling 6 Hours 
VR Definition - Input Devices: Trackers - Navigation and Gesture Interfaces - Output Devices: 
Graphics - Three Dimensional Sound and Haptic Displays - Computer Architecture for VR - 
Modelling. 

Unit III VR Application Development 6 Hours 
Enabling VR Environment - Building: Steam VR - Oculus Rift - Windows Gear VR - Oculus 
Go - Google VR - Setting up for Android Devices - 3D walkthrough - Object Grabbing - 
Transformation - Hand Avatar manipulation - World space menu creation. 

Unit IV AR Principles 6 Hours 
AR Definition - Displays: Multimodal Displays - Spatial Display Model - Visual Displays  
Tracking - Calibration and Registration - Mobile Sensors - Computer Vision for AR. 

Unit V   AR Application Development 6 Hours 
Mobile Application for Image Tracking - Image Dataset Generation - Setting up AR 
Environment - Animation and transformation (Scale, Move, Rotate, Transform) - Build 
Generation for ios and Android. Case Study: Picture Puzzle. 

List of Exercises 30 Hours 

1. Study of tools like Unity, Maya, 3DS MAX, AR toolkit, Vuforia and Blender 

2. Use the primitive objects and apply various projection types by handling camera 

3. Download objects from asset store and apply various lighting and shading effects 

4. Model three dimensional objects using various modelling techniques and apply textures 
over them 

5. Create three dimensional realistic scenes and develop simple virtual reality enabled 
mobileapplications which have limited interactivity 

6. Add audio and text special effects to the developed application 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the fundamental concepts of Augmented Reality and 
Artificial Intelligence, including their core functionalities and 
applications 

Apply 

CO2: Analyze the integration of AI techniques in AR development, 
identifying potential use cases for object recognition, image 
processing, and user interaction 

Apply 

CO3: Compare different AR development tools and platforms for 
building AR experiences that leverage AI functionalities 

Apply 

CO4: Design and develop a simple AR prototype using chosen tools 
that incorporates basic AI features for object recognition or user 
interaction 

Apply 

CO5: Evaluate the new developments and independently seeking 
relevant information beyond the course confines 

Apply 

 
Text Book(s): 

T1. Jesse Glover, Jonathan Linowes,  Virtual Reality and Augmented Reality 
 

T2. Dieter Schmalstieg, Tobias Hollerer,  Reality: Principles and 
Pearson Education (US), 2017. (Unit IV &V) 

Reference Book(s): 

R1.  Steve Aukstakalnis,  Augmented Reality: A Guide to the Technology 
-Wesley, 2016. 

R2.  Robert Scoble, Shel Israel,  Reality & 
 

Web References: 

1. Build Virtual Worlds URL:https://developers.google.com/vr/ 

2. Quick Start for unreal URL:https://developers.google.com/ar/develop/unreal/quickstart 

3. Unity User Manual URL:https://docs.unity3d.com/Manual/UnityManual.html 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 1 - - - - - 2 3 1 - 1 - 1 

CO2 3 2 2 2 2 1 - 2 3 2 1 1 3 1 

CO3 3 2 2 2 2 1 - 2 3 2 1 1 3 1 

CO4 3 3 2 2 2 1 - 2 3 3 1 1 3 1 

CO5 3 2 2 2 2 1 - 2 3 2 1 1 3 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN2008 Course Title: Security and Privacy in Cloud 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 
 Computer Networking 

Course Objectives 
The course is intended to: 

1. Describe Cloud Computing terminology, definition and concepts 

2. Explain the risks and challenges associated with access control 
3. Implement audit and monitoring mechanisms in the cloud 
4. Implement the best practices for Cloud security 

5. Illustrate the monitoring and administration patterns 

 
Unit I Fundamentals of Cloud Security Concepts 6  Hours 

Evaluation of cloud Computing- Overview of Cloud Computing-Infrastructure Security: 
Network Level - Host Level - Application Level. 

 

Unit II Access Control, Identity Management and Security 
Management in cloud 

6 Hours 

 

Trust Boundaries and IAM- IAM Challenges and Definitions- IAM Architecture and Practice- 
IAM standards and protocols for cloud Services- IAM Practices in the Cloud- Cloud 
Authorization Management- Security Management Standards- Availability Management of 
Iaas  Paas - Saas- Access Control-Security vulnerability - Patch and Configuration 
Management. 

 
Unit III Audit, Privacy and Compliance 

6 Hours 

 

Privacy - Data life cycle - Key Privacy concern in cloud - Internal Privacy compliance -` GRC 
- Control Objectives for cloud computing - Control consideration for CSP users - Regulatory 
external Compliance - Other requirements - Examples of cloud service providers. 

Unit IV     Cloud Security Design Patterns 6 Hours 

Introduction to Design Patterns - Design Patterns notation - Measures of Design Pattern 
Application - Sharing - Scaling and Elasticity Patterns. 

 
Unit V       Monitoring, Provisioning and Administration Patterns 6  Hours 

User Monitoring - Pay as you Go - Real time Resource Availability - Rapid Provisioning - 
Platform Provisioning - Bare-metal Provisioning - Automated Administration - Centralized 
remote Administration - resource Management - Self Provisioning - Power Consumption 
Reduction 



List of Exercises 30 Hours 
 

1. Simulate a cloud scenario using CloudSim and run a scheduling algorithm not 
present inCloudSim 

2. Simulate resource management using CloudSim 

3. Simulate a secure file sharing using CloudSim 
4. Implement data anonymization techniques over the simple dataset 

(masking, k-anonymization,etc) 
5. Implement any encryption algorithm to protect the images 

6. Develop a log monitoring system with incident management in the cloud 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain core security concepts in cloud computing, including 
access control, data encryption, and threat modeling specific to 
cloud environments 

Apply 

CO2: Analyze security vulnerabilities and privacy concerns associated 
with cloud storage, deployment models, and service offerings Apply 

CO3: Implement audit and monitoring mechanisms in the cloud Apply 

CO4: Utilize security patterns for designing applications to protect from 
various attacks 

Apply 

CO5: Develop expertise in emerging security threats and privacy   
considerations specific to cloud environments  

Apply 

Text Book(s): 

T1. Thomas Erl, Robert Cope, Amin Naserpour ,  Computing Design  

PearsonEducation, 2015. (Unit I & II) 

T2. Tim Mather, Subra Kumaraswamy, Shahed Latif,  Security and  
 III, IV & V) 

Reference Book(s): 
R1. Mark C. Chu-Carroll  in the  CRC Press, 2011. 
R2. Rajkumar Buyya, Christian Vecchiola, S. Thamarai Selvi,  Cloud 

ComputingFoundations and Applications  , Elsevier,2013. 

Web References: 

1. Cloud Security and Privacy ebook: https://www.oreilly.com/library/view/cloud-security- 
0596806453/ 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 3 3 1 2 - - - - 1 1 3 3 1 

CO2 1 3 2 3 2 - - - - 2 3 2 2 1 

CO3 3 2 2 2 1 2 3 3 - 1 1 2 2 2 

CO4 2 - 3 2 3 2 2 3 2 2 3 2 - - 

CO5 1 3 - 3 1 2 - - 2 3 3 3 2 3 

High-3; Medium-2; Low-1 



 Vertical III Software Project Management Electives 
Course Code: 19ADEN1009 Course Title: Principles of Business Management 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 

The course is intended to: 
1. Describe the functions of management in a business organization 
2. Analyze different forecasting techniques 
3. Identify various types of organizational structures and patterns 
4. Describe various leadership funcilors and Motivational Techniques 
5. Illustrate the role of Information technology for performance control 

 
Unit I Management and Administration 9 Hours 

Historical developments  management - Management and Administration - Taylor 
and Fayol's - Functions of Management - Types of Business Organization. 

Unit II Managers and Environment 9 Hours 

Social responsibility - Planning - Objectives - Setting Objectives - Process of Managing 
- Policies and Planning Premises  Forecasting - Decision making. 

Unit III Functional Area Organization 9 Hours 

Formal - Informal Organization - Organization Chart Structure - Process 
Departmentalization - Line and Staff authority - Benefits and Limitations - De- 
Centralization - Authority Staffing Selection Process - Techniques. 

 
Unit IV Motivation and Directions 9 Hours 

Objectives Human Factors - Harmonizing - Objectives - Leadership Types - Motivation
Hierarchy - Motivational Techniques  Communication - Types. 

 
Unit V Controlling Strategies 9 Hours 

System and Process - Requirements - Budget - Information Technology - Computers 
in handling the information - Control of Overall Performance Direct - Preventive Control 
- Globalization and Liberalization - International Management - Global theory of 
Management 



Course Outcomes Cognitive   

Level At the end of this course, students will be able to: 

CO1: Apply time and motion study techniques to analyze and improve   
specific task within a real-world organization 

Apply 

CO2: Analyze different forecasting techniques to set objectives and 
make decisions 

Apply 

CO3: Identify various types of organizational structures and patterns 
for effective management 

Apply 

CO4: Describe various leadership functions and MotivationalTechniques 
for performance Improvement 

Apply 

CO5: Illustrate the role of Information technology for performance 
control in organizations and impact of globalization 

Apply 

 

Text Book(s): 
T1. Harold Koontz, Heinz Weinrich, "Essentials of  7th Edition, 
      Tata McGraw-Hill, 2007. (Unit I) 
T2. Tripathy PC, Reddy PN, "Principles of Management", Tata McGraw Hill, 1999. 
      (Unit II & III) 
T3. Stephen P Robins & Mary Coulter,  Fundamentals of  7th  

Edition, 2013. (Unit IV & V) 
Reference Book(s): 

R1. JAF Stoner, Freeman RE and Daniel R Gilbert. "Management, 6th Edition  
                                                                                                                                                                                                            Pearson Education, 2004. 

Web References: 
1. Management Principles guide: 

http://www.managementstudyguide.com/management principles.html 

2. Principles of Management guide: 
http://study.com/academy/course/principles-of- management-course.html 

3. Functional Areas of management 
Tutorial:http://www.buisnessmanagementideas.com/management/5-functional-
areas-of- agement-buisness-management/512 

4. Characteristic of leadership Principles: 
http://www.leadership- toolbox.com/characteristic-of-
leadership.html 
 

5. Bitspilani Principles of Management guide: 
        http://discovery.bitspllani.ac.in/dipd/courses/coursecontent/courseMaterial/mgtszc211 / 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 3 3 1 2 - - - 1 1 1 3 3 1 

CO2 1 3 2 3 1 - - - 2 2 3 2 3 1 

CO3 3 2 2 3 2 - - - 3 1 1 2 2 3 

CO4 2 1 2 3 3 - - - 3 2 3 3 1 1 

CO5 1 3 3 1 1 - - - 2 3 3 2 2 3 

High-3; Medium-2; Low-1



Course Code: 19ADEN1010 Course Title: Software Development Project Management 

Course Category: Professional Elective Course Level: Practice 

L: T : P(Hours/Week) 
3: 0 : 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Object Oriented Software Development 

Course Objectives 
The course is intended to: 

1. Describe the activities of Project Management 
2. Choose the appropriate process model 

3. Estimate the software development effort 
4. Evaluate the overall duration of the project 

5. Discuss the work plan, schedule and state of a project 

 
Unit I        Project Evaluation and Management 9 Hours 
Importance of Software Project Management  Types of Project  Contract and 
Technical Project Management  Activities  Plans, Methods and Methodologies- 
Categorizing Software Projects  Stakeholders  Setting Objectives - Project 
Success and Failure  Management Control  Portfolio Management  Evaluation 
Techniques  Risk Evaluation - Programme Management. 

Unit II       Project Planning and selection of Approaches 9 Hours 
Stepwise Project Planning  Build or Buy- Choosing Methodologies and technologies  
Software Process and Models  Prototyping  Categorizing Prototypes  
Incremental Delivery  Atern/Dynamic System Development  RAD  Agile Methods 

Extreme Programming(XP) - SCRUM  Managing Iterative Process  Selecting 
Appropriate Process Model. 

Unit III      Software Effort Estimation 9 Hours 

Estimation  Problems in Estimation  Basis for Estimation  Software Effort 
Estimation Techniques  Bottom-up Estimating  Top-down Approach and 
Parametric Models  Expert Judgment  Estimating by Analogy  Albercht 
Function Point Analysis  Function Points Mark II  COSMIC Full Function Points 

Parametric Productivity Model  Capers Jones Estimating Rules of Thumb. 
Unit IV     Activity Planning and Risk Management 9 Hours 

Objectives of Activity Planning  Project Schedules  Project and Activities - 
Sequencing and Scheduling Activities  Network Planning Model  Forward Pass 

 The Backward Pass  Activity Float  Project Duration  Critical Activities  
Activity on Arrow Networks - Risk - Categories of Risk - Identification - 
Assessment - Planning - Management Evaluating Risk  Applying PERT  
Monte Carlo Simulation Critical Chain Concepts. 

Unit V Resource Allocation, Monitoring And Control 9 Hours 
Identifying Resource Requirements  Scheduling Resources  Creating Critical 
Paths  Counting the Cost  Publishing Resource Schedule  Cost Schedules  
Scheduling Sequence  Creating Framework  Collecting Data  Visualizing 
Progress  Cost Monitoring  Earned Value Analysis Managing Contracts- Types of 
Contract - Stages in Contract Placement - Contract Management - Acceptance. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe the activities of Project Management by classifying 
projects 

Understand 

CO2: Choose the appropriate process model for a project planning Apply 

CO3: Estimate the software development effort using various 
models 

Apply 

CO4: Evaluate the overall duration of the project by categorizing 
and prioritizing risks 

Apply 

CO5: Discuss the work plan, schedule and state of a project for 
resource allocation    

Apply 

 

Text Book(s): 
T1.  th Edition, Tata     

         McGraw Hill Publishers, 2017. 

Reference Book(s): 
R1. Robert K. Wysocki  Software Project  Wiley Publication, 2011. 

R2. Walker Royce:  Project  Addison Wesley, 1998. 

R3. Gopalaswamy Ramesh,  Global Software McGraw HillEducation,  

 14th Edition,  2013. 

Web References: 
1. Project Management URL: http://www.inf.ed.ac.uk/teaching/courses/seoc/ 2006_2007/ 

notes/LectureNote07_ProjectManagement.pdf 

2. Software ProjectManagement URL: 
https://www.classle.net/#!/classle/largecontent/software-project-managment-lecture- s 
slides/ 

3. Project Risk Management URL: http://nptel.ac.in/courses/106101061/38/management- 
buisness-management/512 

 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 3 3 1 2 - - - 1 1 1 3 3 1 

CO2 1 3 2 3 1 - 2 3 2 2 3 2 3 1 

CO3 - - 2 3 2 - - - 3 1 1 2 2 3 

CO4 2 1 2 3 3 2 3 2 3 2 3 3 - - 

CO5 1 3 3 1 1 - - - 2 3 3 2 2 3 

High-3; Medium-2; Low-1



Course Code: 19ADEN1011 Course Title: Software Quality Management 

Course Category: Professional Elective Course Level: Practice 

L: T : P(Hours/Week) 
3: 0 : 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Explain various factors and components of software quality 

2. Demonstrate on integrating software quality assurance components in project life 
cycle 

3. Identify the appropriate software testing strategies for designing test cases 
4. Choose a suitable type of software testing at the appropriate stage 

5. Illustrate on automatic software testing for projects 
 

Unit I Software Quality and Architecture 9 Hours 

Need for Software Quality  Software Quality Assurance (SQA)  Software Quality 
Factors: McCall's Factor Model  Components of SQA System: SQA System and 
Architecture  Pre- Project Components  Software Project Life Cycle Components  
Infrastructure Component for error prevention and improvement  Management of SQA 
components  CASE Tools. 
Unit II Software Quality Assurance Components 9 Hours 
Reviews: Objectives  Formal design Review  Peer Review  Expert Opinions  
Supporting Quality devices: Templates  Checklists  Corrective and Preventive Actions 
process  Documentation Control  SQA Units. 

Unit III Test Case Design 9 Hours 
Testing as a Process  Test Case Design Strategies  Black Box Approach: Equivalence 
Class Partitioning, Boundary Value Analysis, Cause-and-Effect Graphing  State Transition 
Testing  White Box Approach: Test Adequacy Criteria, Coverage and Control Flow 
Graphs, Covering Code Logic  Data Flow and White Box Test Design  Loop Testing  
Mutation Testing. 
Unit IV Levels of Testing, Test and Defect Management 9 Hours 
Need for Levels of Testing  Unit Test: Need, Plan & Design  Integration Test  System 
Test:Functional Testing  Performance Testing  Stress Testing  Configuration Testing  
Security Testing  Recovery Testing  Regression Testing  Alpha, Beta, and Acceptance 
Tests  Test Planning  Test plan Components  Defect Lifecycle  Fixing / Closing 
Defects. 

Unit V Test Automation 9 Hours 

Software Test Automation  Skill Needed for Automation  Scope of Automation  Design 
and Architecture for Automation  Requirements for a Test Tool  Challenges in Automation 
 TestMetrics and Measurements: Project, Progress and Productivity Metrics. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1:    Explain various factors and components of software quality in 
                  any software related process and differentiate it with  

administration. 

Understand 

CO2: Demonstrate on integrating software quality assurance 
components in project life cycle for any project 

Apply 

CO3: Identify the appropriate software testing strategies for 
designing test cases for any given problem 

Apply 

CO4: Choose a suitable type of software testing at appropriate 
stage for any given application 

Apply 

CO5: Illustrate on automatic software testing for projects using 
automated testing tools 

Apply 

 

Text Book(s): 
T1. Daniel Galin, -  

Education, 2016. (Unit I & II) 

-  
Springer, 2010. (Unit  III, IV & V) 

Reference Book(s): 
R1. Alan Gilles, rd Edition, Thomson 

Computer Press, 2011. 
R2. Srinivasan Desikan, Gopalaswamy Ramesh,  Testing: Principles and 

 Pearson Education, 2008. 
R3. Dorothy Graham, Mark Fewster,  of Test Automation: Case of 

studies of Software Test  Pearson Education, 2012. 
Web References: 

1. Software Quality Assurance Tutorial: https://reqtest.com/testing-blog/software-quality- 
assurance/https://reqtest.com/testing-blog/software-quality-assurance/ 

2. Software Project Management URL: 
https://www.classle.net/#!/classle/largecontent/software-project-managment-lecture- s 
slides/ 

3. Software Testing: https://www.toolsqa.com/software-testing/defect-life-cycle 
 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 3 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 3 1 3 - 

CO3 3 2 2 2 2 1 1 2 3 2 3 1 3 1 

CO4 3 2 2 2 2 1 1 2 3 2 3 1 3 1 

CO5 3 2 2 2 2 1 1 2 3 2 3 1 3 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN1012 Course Title: Reliability Engineering and System safety 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Object Oriented Software Development 

Course Objectives 
The course is intended to: 

1. Understand the importance of the concepts of reliability, system using 
variousmodels 

2. Use the static and dynamic model systems for reliability design 

3. Design for maintainability with various maintenance models 

4. Apply the analysis of Failure Data and Reliability Testing 
5. Build reliability application using various case studies 

 
Unit I Concepts of Reliability, System and Models 9 Hours 

The study of reliability and maintainability Concepts, terms and definitions  Reliability 
function  MTTF  Hazard rate function  Bathtub curve  Conditional Reliability  
Constant failure rate model  Time dependent failure models: Weibull distribution  Normal 
distribution The lognormal distribution. 

 
Unit II Design for Reliability 9 Hours 

Markov analysis  Load sharing systems  Standby system  Degraded systems, Three 
state devices  Covariate models  Static models  Dynamic models  Physics of failure 
models  Reliability Specification and System Measurements  Reliability allocation  
Design methods Failure analysis  System safety and FTA. 

 
Unit III Design for Maintainability 9 Hours 

Maintainability - Analysis of downtime  The repair time distribution  Stochastic point 
processes  System repair time  Reliability under preventive maintenance  State 
dependent systems with repair  Design for Maintainability  Availability. 

 
Unit IV Analysis of Failure Data and Reliability Testing 9 Hours 

Data collection and empirical methods  Reliability testing  Reliability Growth testing  
Identifying failure and repair distributions. 

 
Unit V Applications  Case Studies 9 Hours 

Goodness of Fit Tests - Applications: Reliability Estimation and Application - 
Implementation: Objectives, Functions and Processes Economics of reliability and 
maintainability  Organizational Considerations  Data Sources and Data Collection 
methods  Product Liability, Warranties and Related Matters  Software Reliability. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the concepts of reliability, system using various models Understand 

CO2: Design the reliability for a system using static and dynamic models Apply 

CO3: Develop the design for maintainability with various maintenance 
concepts 

Analyze 

CO4: Identify the Failure data using Reliability testing methods Apply 
CO5: Construct reliable system by adapting various test- case applications Apply 

 
Text Book(s): 

T1. Charles E. Ebling,  Introduction to Reliability and Maintainability 
McGraw-Hill, 2017. 

Reference Book(s): 
R1.  R.Subburaj, Software Reliability , McGraw Hill Education, 2015. 
R2. P.K. Software Reliability with OR 

,Springer,2013. 

Web References: 
1. Reliability Engineering : Definition, Goals,Techniques: 

https://limblecmms.com/blog/reliability-engineering 

2. Introduction to Reliability Engineering: 
https://reliabilityweb.com/articles/entry/introduction_to_reliability_engineering 
Springer-Verlag London Limited, 2011 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - 3 1 3 1 - 1 - - 

CO2 3 2 1 1 2 2 3 1 3 1 - 1 2 1 

CO3 3 2 1 1 2 2 3 1 3 1 - 1 2 1 

CO4 3 2 1 1 2 2 3 1 3 1 1 1 2 1 

CO5 3 2 1 1 2 1 3 1 3 1 1 1 2 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN2009 Course Title: Agile Software Development 
Program  

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 

Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 
 Object Oriented Software Development 

Course Objectives 
The course is intended to: 

1. Implement the various activities involved in the agile software development process 
2. Illustrate the User stories in agile software development 

3. Understand scrum roles for agile software development 

4. Learn various testing activities within an Agile project 
5. Use design principles to achieve Agility 

 
Unit I Agile Development 6 Hours 
Agile Manifesto  Agile Principles  Overview of Extreme Programming: User Stories  
Pair Programming  Test Driven Development  Continuous Integration  Simple Design  
Refactoring  Metaphor  Agile Process Models: Test Driven development, Lean Software 
Development. 
Unit II Scrum, Sprint and Product Backlog 6 Hours 
Introduction to Scrum  Adapting to Scrum  Patterns for adopting Scrum  
ProductBacklog  Sprints Planning  Progressively Refine Requirements  Iceberg  
Refining User stories. 

Unit III Scrum Roles 6 Hours 
Individual New Roles: Scrum Master, Product Owner  Changed Roles: Analysts, Project 
Managers, Functional Managers, Programmers, Database Administrators, Testers, User 
Experience Designers. 

Unit IV Agile Testing  6 Hours 
Test-Driven Development (TDD) Cycle  Acceptance tests  Continuous planning  Agile 
Test Automation: Agile Testing Quadrant - Test Automation Backlog - Pyramid  Unit Test 
Characteristics xUnit frameworks  Multidimensional Testing Coverage Matrix. 

Unit V Agile Software Design and Development 6 Hours 

Agile Design: Design Smells  Agile Design Principles: Single Responsibility Principle - 
Open Closed Principle - Liskov Substitution Principle - Dependency Inversion Principle - 
Interface Segregation Principle. 

List of Exercises 30 Hours 
1. Implement agile software development dashboard using Jira 

2. Create scrum using Jira software 

3. Apply Jira for assigning scrum roles in an organization 
4. Write test cases for Test driven Development using Junit 

5. Create user stories in scrum using Jira 

6. Create sprint in the backlog using Jira



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Develop the agile software through various methodologies                 
using a dashboard Understand 

CO2: Demonstrate the User stories in agile software development 
using print and product backlog Apply 

CO3: Create roles in scrum framework for Agile software 
     development 

Apply 

CO4: Perform testing activities within an Agile project 
Apply 

 
CO5: 

 
Apply design principles to achieve Agility in software design 

Apply 

 

Text Book(s): 

T1. Roger S. Pressman and Bruce R Maxim,  Engineering - A  
approach, 7th Edition, 2020. (Unit  I) 

T2. Mike Cohn,  with Agile: Software Development Using  
Addison- Wesley, 2013. (Unit  II & III) 

T3. Robert C. Martin and Micah Martin,  Principles, Patterns and Practicesin 
 Prentice Hall, 2013. (Unit  IV & V) 

Reference Book(s): 

R1. Ken Schwaber,  Project Management with Scrum Microsoft  
Microsoft Press, 2015. 

R2. Thomas Stober, Uwe Hansmann,  Software Development - Best Practices 
for large Software Development  Springer, 2014. 

R3. David Harned, -On Agile Software Development with  Packt 
Publishing, 2018. 

Web References: 

1. Agile Methodology Tutorial : https://www.tutorialspoint.com/agile/index.htm 

2. Scrum: https://www.scrum.org/ 
 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 2 - - 1 1 2 - - - 1 3 1 

CO2 3 2 2 2 2 1 - 2 3 2 3 1 3 1 

CO3 3 2 2 2 - 1 - 2 3 2 3 1 3 1 

CO4 3 2 2 2 - 1 1 2 3 - - 1 3 1 

CO5 3 2 2 2 2 1 1 2 - 2 3 1 3 1 

High-3; Medium-2; Low-1 



Course Code: 19ADEN2010 Course Title: Basic Skills in Integrated Product 
Development 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 

Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 
 Object Oriented Software Development 

Course Objectives 
The course is intended to: 

1. Describe about deciding the scope of a new product 
2. Develop design specification for new product development. 
3. Perform validation of new product. 
4. Develop a basic product development plan outlining key milestones and 

deliverables. 
5. Implement sustenance engineering and End of Life support activities. 

 
Unit I  Fundamentals of Product Development     6 Hours 
Global Trends Analysis and Product decision - Social Trends - Technical Trends - 
Economical Trends - Environmental Trends - Political/Policy Trends - Introduction to 
Product Development Methodologies and Management - Overview of Products and 
Services - Types of Product Development - Overview of Product Development 
methodologies - Product Life Cycle Product Development Planning and Management. 

Unit II Requirements and System Design 6 Hours 
Requirement Engineering - Types of Requirements - Requirement Engineering - traceability 
Matrix and Analysis - Requirement Management - System Design & Modeling - Introduction 
to System Modeling - System Optimization - System Specification - Sub-System Design - 
Interface Design. 
Unit III Design and Testing 6 Hours 
Conceptualization - Industrial Design and User Interface Design - Introduction to Concept 
generation Techniques  Challenges - Concept Screening & Evaluation - Detailed Design - 
Component Design and Verification  Mechanical - Electronics and Software Subsystems - 
High Level Design-Low Level Design of S/W Program - Types of Prototypes - S/W Testing - 
System Integration  Testing - Certification and Documentation. 

Unit IV     Sustenance Engineering and End-of-Life (EoL) Support 6 Hours 
Product verification processes - stages - Product Validation processes: stages - Product 
Testing Standards and Certification - Product Documentation - Sustenance - Maintenance 
and Repair - Enhancements - Product EoL - ObsolescenceManagement - Configuration 
Management - EoL Disposal. 

Unit V Business Dynamics  Engineering Services Industry 6 Hours 

Industry - Engineering Services Industry - Product Development in Industry versus Academia 
- IPD Essentials - Vertical Specific Product Development processes  Manufacturing - 
Purchase and Assembly of Systems - Integration of Mechanical - Embedded and Software 
Systems  Product Development Trade-offs - Intellectual Property Rights and Confidentiality 
 Security and Configuration Management. 



List of Exercises 30 Hours 
1. PESTLE and SWOT Analysis. 

2. Traceability Matrix and Analysis. 

3. Concept Screening & Evaluation. 

4. Product Testing standards and Certification. 

5. Product Documentation. 

6. Product EoL. 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe about deciding the scope of a new product by considering 
various global trends 

Understand 

CO2: Develop design specification for new product development based on 
the requirements 

Apply 

CO3: Perform validation 
specification 

of new product based on design Apply 

CO4: Implement sustenance engineering and End of Life support 
activities for engineering customer 

Apply 

CO5: Develop product management plan for a new product based on the 
type of the new product and development methodology 

Apply 

 
Text Book(s): 

T1. "Foundation Skills in Integrated Product Development", NASSCOM student 
Handbook, Ist Edition,2013. (Unit- I & II) 

T2. Karl T Ulrich , Stephen D Epinger, "Product Design and Development, 6th  Edition, 
Tata McGraw Hill, 2016. (Unit- III & IV) 

T3. John W Newstrom and Keith Davis, "Organizational Behavior", 11th Edition, McGraw 
Hill, 2014. (Unit- V) 

Reference Book(s): 
R1.  

Edition, McGraw Hill Education, 2013. 

R2. Vinod Kumar Garg and Venkita Krishnan N K,   
2nd Edition Reprint, Prentice Hall, 2011. 

Web References: 
1. NPTEL Course Product Design and Development: 

https://onlinecourses.nptel.ac.in/noc21_me83/preview 

2. Scrum: https://www.scrum.org/ MIT Open Courseware Product Design and 
Development: https://ocw.mit.edu/courses/sloan-school-of-management/15-783j and- 
development-spring-2006/ 

3. NPTEL Course Introduction to Strategic Management: 
https://nptel.ac.in/courses/110/108/110108047/ 



Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 3 1 - 2 

CO2 3 2 2 2 2 1 1 2 3 2 3 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 3 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 - - 3 2 

CO5 3 2 2 - - - 1 2 3 2 3 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2011 Course Title: Design Patterns Concepts 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 

Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 
 Object Oriented Software Development 

Course Objectives 
The course is intended to: 

1. Understand the design pattern concepts 
2. Identify the system requirements 

3. Prepare a design pattern using the catalog 

4. Use MVC architecture to implement the system 
5. Describe the behavioral patterns & designing with distributed objects 

 
Unit I Design Pattern Concepts 6 Hours 

Design pattern  Describing design patterns  catalog - organizing the catalog Solve design 
problems with Design patterns Selecting design pattern - Using design pattern Object  
oriented development  Key concepts and related concepts  Benefits and drawbacks  
Basics of OOP. 

Unit II System Analysis, Design and Implementation 6 Hours 

Overview of the analysis phase  Gathering the requirements  Functional requirements 
specification  Defining conceptual classes - relationships  Using the knowledge of the 
domain  Design and Implementation: Design  Implementing Design. 

 
Unit III Design Pattern Catalog 6 Hours 

Structural patterns: Motivation  Applicability - Implementation  Adapter: Motivation  
Applicability - Implementation  Bridge: Motivation Applicability - Implementation  
Composite: Motivation  Applicability - Implementation  Decorator  Facade  Flyweight  
Proxy. 

Unit IV Interactive systems and the MVC architecture 6 Hours 

Introduction  MVC architectural pattern  Analyzing a simple drawing program  Designing 
the system  Designing of the subsystems  Getting into implementation  Implementing 
undo operation  Drawing incomplete items  Adding a new feature  Pattern based 
solutions. 

Unit V Behavioral Patterns & Designing with Distributed Objects 6 Hours 
 

Behavioral Patterns: Chain of Responsibility  Command  Interpreter  Iterator  State- 
Designing with Distributed Objects: Client server system  Java remote method invocation  
Implementing an object oriented system on the web. 



List of Exercises 30 Hours 
1. Illustrate an Use case Diagram for a suitable Scenario. 

2. Implement the Adapter Design pattern for an appropriate Scenario in suitable Java 
based application. 

3. Implement the MVC Design pattern for an appropriate Scenario in suitable 
Java basedapplication. 

4. Implement the Flyweight Design pattern for an appropriate Scenario in 
suitable Javabased application. 

5. Implement the Decorator Design pattern for a suitable Scenario in 
Text editor application. 

6. Implement the Iterator Design pattern for a suitable Scenario in Text editor 
application. 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the design pattern using object oriented concepts Understand 

CO2: Identify the system requirements for design and implementation Apply 

CO3: Develop a Design pattern using the catalog for Structural 
Patterns 

Apply 

CO4: Implement the Interactive system using MVC architecture Apply 

CO5: Design the behavioral patterns with distributed objects for 
client server system 

Apply 

Text Book(s): 
T1. Brahma Dathan, Sarnath Ramnath, -Oriented Analysis, Design and

implementation: An Integrated  2nd  Edition, Universities Press, 2015. 
 (Unit I & II) 

T2.   
Pearson Publication, 2015 (Unit III, IV & V) 

Reference Book(s): 
R1.   Create space 

Independent publication,  2016. 

R2. Martin Fowler, Dave Rice, Matthew Foemmel, Edward Hieatt, Robert Mee, and 
Randy Stafford,  of Enterprise Application  Pearson 
Publication, 2012. 

Web References: 

1. Software Architecture & Design Patterns: 
https://hemanthrajhemu.github.io/CSE6/17SCHEME/PE/52_SADP/T2_M3.html 

2. Creational, Structural & Behavioral Patterns: https://sourcemaking.com/design_patterns. 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 3 1 - 2 

CO2 3 2 2 2 2 1 1 2 3 2 3 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 3 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 - - 3 2 

CO5 3 2 2 - - - 1 2 3 2 3 1 3 2 

High-3; Medium-2; Low-1



  

  

    

-  

 Nil 

 

 

1. Understand the role and importance of marketing analytics in decision-making 
processes within organizations 

2. Develop proficiency in data analysis using R 

3. Acquire knowledge of various machine learning algorithms and their applications in 
marketing research 

4. Analyze social media data using APIs and other tools 

   

- - - -
- -
-  

   

- - - -
- -

- -
 

  

- - - -
-

-  

  

- - -
- - -  

   

- -
-  

 
  



  

1. Create clutter-free plots that effectively convey insights using facets and advanced plot 
types in R programming. 

2. Analyze a sample web analytics report and identify key insights for improving online 
marketing strategies. 

3. Explore relationships between categorical variables using contingency tables and chi-
square tests. 

4. Implement a supervised learning algorithm (e.g., linear regression) to predict sales 
based on marketing expenditures. (ANOVA, ANCOVA, MANOVA, MANCOVA) 

5. Implement an unsupervised learning algorithm (e.g., k-means clustering) to segment 
customers based on their purchasing behaviour. 

6. Identify influential users or content on social media using network analysis techniques. 

 

  

CO1:   Understand the foundational concepts of marketing research and    
  analytics. 

 

CO2:   Analyze various types of marketing data from online and offline   
  sources. 

 

CO3:   Apply descriptive analysis techniques to summarize and visualize   
  marketing data effectively. 

 

CO4:   Explore machine learning algorithms for marketing research and    
  decision-making. 

 

CO5:   Utilize social media data for consumer insights and marketing   
  strategy formulation. 

 

  

 

T1.   Moutusy Maity and Pavankumar Gurazada, Marketing Analytics for Strategic decision   
  making , Oxford University press, 1st Edition, April 2021. (Unit I to V) 
 

 

R1.  Chuck hemann and Ken Burbary, Digital marketing analytics: Making Sense of    
           

R2.  -Driven Techniques with Microsoft   
   st  Edition, January 2014. 

 



 

1. Web analytics: https://www.hotjar.com/web-analytics/ 

2. R programming: https://www.geeksforgeeks.org/r-tutorial/  

3. Advertising analytics: https://www.knorex.com/blog/articles/advertising-analytics 

4. Nptel courses Marketing Analytics: 
https://onlinecourses.nptel.ac.in/noc20_mg30/preview 

 

 

               

     -  -        

     -  -        

  - - - -  -        

     -  - - - - -    

     -  -        

- - -  

 

 

 

 

 

 

 



Vertical IV-Data Analytics Electives 
Course Code: 19ADEN1013 Course Title: Data Analytics for Engineers 

Course Category: Professional Elective Course Level: Introductory 

L: T : P(Hours/Week) 
3: 0 : 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Understand data input and accessing data using R 
2. Representation of data in graphical form 
3. Analyzing data using probability and statistics 
4. Inference of data using correlation and regression analysis 

Unit I Introduction to R 9 Hours 
Introduction R as a statistical software and language - R as a calculator - R preliminaries - 
Methods of data input - Data accessing or indexing. Some useful built-in functions - 
Graphics with R-Getting help, - saving, storing and retrieving work. 

Unit II Descriptive Statistics 9 Hours 
Introduction - Diagrammatic representation of data - Graphical representation of data - 
Measures of central tendency-dispersion - skewness and kurtosis - Selection of 
representative samples. 

Unit III Probability and probability distributions 9 Hours 
Probability: Definitions and properties - probability distributions - some special discrete 
distributions - continuous distributions. 

Unit IV Statistical Inference 9 Hours 

Sampling distribution of sample mean - Estimation of parameters  Plots to check normality 
- Hypothesis testing - Goodness of fit tests. 

Unit V Correlation and Regression analysis 9 Hours 
Correlation - Inference procedures for correlation coefficient - Linear regression - Inference 
procedure for simple linear model - validation of linear regression model -Transformation of 
the variables - Polynomial regression models. 

 
Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Make use of various data analysis techniques and derive 
Conclusions 

Understand 

CO2: Make use of descriptive and inferential statistical techniques for data 
analysis 

Apply 

CO3: Perform exploratory data analysis on a given set of data including 
visualization techniques 

Analyze 

CO4: Build regression models and use them for prediction Apply 

CO5: Build time series models and use them for prediction Apply 



Text Book(s): 

T1. Sudha G. Purohit, Sharad D. Gore and Shailaja R. Deshmukh,  using 
Narosa Publications, 2019. 

 
Reference Book(s): 

R1. Dan Toomey  for Data  PACKT Publishing, 2014. 

R2. Nina Zumel, John Mount  Data Science with  Manning Publications, 
2014. 

R3. Eric Mayor  Predictive Analytics with  PACKT Publishing, 2015. 

Web References: 

1. NPTEL Course Data Science for Engineers 
      : https://onlinecourses.nptel.ac.in/noc21_cs69/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 1 2 2 1 3 3 - - - 1 2 1 

CO2 3 2 1 2 2 1 - - - 2 2 1 2 1 

CO3 3 2 1 1 2 1 - 1 1 1 2 1 2 1 

CO4 3 2 1 3 2 1 - 1 1 3 -- 1 2 1 

CO5 3 2 1 3 2 1 - - - -  1 2 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN1014 Course Title: Business Analytics Management 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
3: 0 : 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 
1. Choose appropriate Information Technology applications 
2. Develop a Decision-Making Tool 
3. Design Dashboard and Scorecard 
4. Deploy a Knowledge Management System 
5. Apply suitable platform for improving business intelligence 

 
Unit I Introduction to BI 9 Hours 

Business View of IT Applications  Digital Data  Getting started with BI  BI Component 
Framework  Users  Applications  Roles and Responsibilities  Concepts of data 
integration  Need - advantages of using data integration - Introduction to common data 
integration approaches  Introduction to data quality - data profiling concepts - 
applications  Tools  Case Study: Pentaho. 

 
Unit II Decision Support Systems 9 Hours 

Decision Making: Introduction  Models  Phases  DSS Description  Characteristics  
Capabilities  Classifications  Components  Data  Model - User Interface (DIALOG) - 
Knowledge Based Management Subsystem  DSS User  Case Study: PHP - MySQL 
implementation of DSS. 

 
Unit III Business Performance Management 9 Hours 

BPM Cycle  Performance Measurement  BPM Methodologies  Architecture - 
Applications  Introduction to enterprise reporting  Performance Dashboards and 
Scorecards  Case Study: Freeboard. 

 

Unit IV Knowledge Management 9 Hours 
Introduction  Organizational Learning and Transformation  KM Activities  Approaches 
 Information Technology - Roles of People in KM  KM System Implementation  

Ensuring the Success of KM Efforts  Case Study: Apache Sling CMS. 

 
Unit V Emerging Trends 9 Hours 

Reality Mining  Virtual Worlds  Web 2.0 Revolution    Virtual Communities  
Online Social Networking  Cloud Computing and BI  MSS Impacts on Organization - 
Individual. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Choose appropriate Information Technology applications for 
Modern Business implementing Business Intelligence 
components 

Understand 

CO2: Develop a Decision-Making Tool for given real time application 
using Decision Support System components 

Apply 

CO3: Design Dashboard and Scorecard for any given application to 
Analyze its business performance 

Apply 

CO4: Deploy a Knowledge Management System for effective 
functioning of an organization by choosing suitable KMS 
approach 

Analyze 

CO5: Apply suitable platform for improving business intelligence in 
decision making 

Apply 

Text Book(s): 

T1. R N Prasad, Seema Acharya,  of Business  2
nd 

Edition, 
Wiley,2016. (Unit I & V) 

T2.  Ramesh Sharda, Dursun Delen,  Intelligence and Analytics, Systems for  

Decision  10
th 

Edition, Pearson Education Inc, 2015. (Unit II, III & IV) 

Reference Book(s): 
R1. Vicki L. Sauter,  Support Systems for Business  Wiley, 2011. 

R2. David Loshin,  Intelligence: The Savvy   2
nd Edition, 

Morgan Kaufman, 2012. 

Web References: 

1. Mastering Microsoft Power BI URL: https://www.tutorialspoint.com/power_bi/index.htm 

2. MIS-Business Intelligence System Business Intelligence as a 
CareOptionURL:https://www.tutorialspoint.com/business-intelligence-as-a-career- 
option 

3. Decision Support System Java Netbeans Project URL: 
https://www.freeprojectz.com/java-jsp-netbeans-project/decision-support-system 

4. Open source dashboard tools for visualizing data 
URL:https://opensource.com/business/16/11/open-source-dashboard-tools- 
visualizing-data 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - - 1 - 1 - 1 - - 

CO2 3 2 2 2 2 1 - 2 - 2 1 1 3 1 

CO3 3 2 2 2 2 1 - 2 - 2 1 1 3 1 

CO4 3 2 2 2 2 1 - 2 3 2 1 1 3 1 

CO5 3 2 2 2 2 1 - 2 3 2 1 1 3 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN1015 Course Title: Health Care Analytics 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
3 : 0: 0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Understand health data formats, health care policy and standards 
2. Learn the significance and need of data analysis and data visualization 
3. Understand the health data management frameworks 
4. Learn the use of machine learning and deep learning algorithms in healthcare 
5. Apply healthcare analytics for critical care applications 

 
Unit I Introduction to Healthcare Analysis 9 Hours 

Overview - History of Healthcare Analysis Parameters on medical care systems - Health 
care policy - Standardized code sets  Data Formats  Machine Learning Foundations: Tree 
Like reasoning - Probabilistic reasoning - Bayes Theorem - Weighted sum approach. 

Unit II Analytics on Machine Learning 9 Hours 

Machine Learning Pipeline  Pre - processing Visualization  Feature Selection  Training 
model parameter  Evaluation model : Sensitivity - Specificity - PPV  NPV - FPR -Accuracy 
- ROC - Precision Recall Curves - Valued target variables  Python: Variables and types- 
Data Structures and containers - Pandas Data Frame :Operations  Scikit Learn : Pre- 
processing - Feature Selection. 

Unit III Health Care Management 9 Hours 

IOT- Smart Sensors  Migration of Healthcare Relational database to NoSQL Cloud 
database - Decision Support System  Matrix block Cipher System  Semantic Framework 
Analysis  Histogram bin Shifting and RC6 Encryption  Clinical Prediction Models  Visual 
Analytics for Healthcare. 

Unit IV Healthcare And Deep Learning 9 Hours  

Introduction on Deep Learning  DFF network CNN- RNN for Sequences  Biomedical 
Image and Signal Analysis  Natural Language Processing - Data Mining for Clinical Data  
Mobile Imaging and Analytics  Clinical Decision Support System. 

Unit V Case Studies 9 Hours 
         Predicting Mortality for cardiology Practice Smart Ambulance System using IOT  Hospital       
         Acquired Conditions (HAC) program - Healthcare and Emerging Technologies  ECG Data                                     
         Analysis. 

 
 
 
  
 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Use machine learning and deep learning algorithms for health 
data analysis 

Apply 

CO2: Apply the data management techniques for healthcare data Apply 

CO3: Evaluate the need of healthcare data analysis in e-healthcare, 
telemedicine and other critical care applications 

Apply 

CO4: Implement health data analytics for real time applications Apply 

CO5: Apply Deep learning to health data analytics for emergency care 
system 

Apply 

Text Book(s): 
T1. st  Edition, 

CRC, 2015. 

Reference Book(s): 

R1. Vikas Kumar,  Care Analysis Made  Packt Publishing, 2018. 
 

R2. Hui Jang, Eva K.Lee,  Analysis : From Data to Knowledge to Healthcare 
 1st  Edition, Wiley, 2016. 

R3. Kulkarni , Siarry, Singh ,Abraham, Zhang, Zomaya , Baki,  Data Analytics in 
 Springer, 2020. 

Web References: 

1. Data Analytics in Healthcare Blog: https://intellipaat.com/blog/data-analytics-in- 
healthcare/ 

2. Watson for healthcare Data Analytics: https://www.ibm.com/watsonhealth/learn/health 
care-data-analytics 

3. Article on data analytics in Health-Care :https://www.comptia.org/content/articles/how- 
is-data-analytics-used-in-health-care 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - - 1 - 1 - 1 - 3 

CO2 3 2 2 2 - 1 - 2 - 2 1 1 - 3 

CO3 3 2 2 2 - 1 - 2 - 2 1 1 - 3 

CO4 3 2 2 2 - 1 - 2 3 2 1 1 - 3 

CO5 3 2 2 2 - 1 - 2 3 2 1 1 - 3 

High-3; Medium-2; Low-1



Course Code: 19ADEN1016 Course Title: Graph Analytics and Algorithms 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3 : 0 : 0 

 
Credits:3 

 
Total Contact Hours:45 

 
Max. Marks:100 

Pre-requisites 

 Basics of Data Structures and Algorithm Analysis 

 Basics of Artificial Intelligence 

Course Objectives 

The course is intended to: 

1. Paraphrase the Graph Analytics and Algorithms 
2. Summarize the Graph Platforms and processing 
3. Illustrate the Community Detection Algorithms 
4. Develop Graph Algorithm application 
5. Relate Graph Algorithms with Machine Learning 

 
Unit I Introduction to Graphs 9 Hours 

Introduction  Graph Analytics and Algorithms - Graph Processing, Databases, Queries, and 
Algorithms OLTP and OLAP - Graph Analytics Use Cases - Graph Theory & Concepts- 
Terminology - Graph Types and Structures - Flavors of Graphs - Types of Graph Algorithms. 

 
Unit II Graph Platforms and Processing 9 Hours 

Graph Platform and Processing Considerations- Representative Platforms - Path Finding 
and Graph Search Algorithms - Example Data: The Transport Graph - Shortest Path & its 
types. 

Unit III Community Detection Algorithms 9 Hours 

Example Graph Data: The Software Dependency Graph - Triangle Count and Clustering 
Coefficient - Strongly Connected Components - Connected Components - Label 
Propagation - Louvain Modularity. 

 
Unit IV      Graph Algorithms in Practice 9 Hours 

Analyzing Yelp Data with Neo4j - Overview of the Yelp Data - Analyzing Airline Flight Data 
with Apache Spark. 

Unit V Using Graph Algorithms to Enhance Machine Learning 9 Hours 

Machine Learning and the Importance of Context - Connected Feature Extraction and 
Selection - Graphs and Machine Learning in Practice: Link Prediction. 

 
 
 
 
 
 

 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Identify and differentiate graph structures used in social 
networks, recommendation systems and knowledge graphs 

Understand 

CO2: Implement pathfinding algorithms on a chosen graph platform to 
determine the shortest path within a real-world transportation data 

 
Analyze 

CO3: Evaluate the effectiveness of community detection algorithms on a 
software dependency graph to identify tightly coupled modules 

Apply 

CO4: Develop recommendations for businesses on Yelp by analyzing user 
reviews and network connections 

Apply 

CO5: Design a machine learning model that leverages graph-based 
features in a link prediction task 

Apply 

 

Text Book(s): 

T1. Mark Needham, Amy E. Hodler  
Spark  

Reference Book(s): 
R1. R. Ahuja, L. Magnanti, and J. Orlin,  Flows: Theory, Algorithms and 

- Hall, Inc., 1993. 

R2. B. Mohar and C. Thomassen,  on  Johns Hopkins University Press, 
2001. 

Web References: 

1. Graph_Algorithm Tutorial point : 
https://www.tutorialspoint.com/parallel_algorithm/graph_algorithm.htm 

2. Graph-Algorithms real world application: https://www.oracle.com/a/tech/docs/asktom- 
graph-algorithms.pdf 

3. Graph-Analytics Guide: https://www.nvidia.com/en-us/glossary/data-science/graph- 
analytics/ 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - 1 - - 1 - 1 - 1 - 3 

CO2 3 2 - - 1 1 - 2 - 2 1 1 - 3 

CO3 3 2 2 2 1 1 - 2 - 2 1 1 - 3 

CO4 3 2 2 2 1 1 - 2 3 2 1 1 - 3 

CO5 3 2 2 2 1 1 - 2 3 2 1 1 - 3 

High-3; Medium-2; Low-1



Course Code: 19ADEN2013 Course Title: Social Graph Analytics 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
2: 0 : 2 

 
Credits:3 

 
Total Contact Hours:60 

 
Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Describe the graph features 
2. Apply network measures and models 
3. Implement data mining algorithms 
4. Illustrate community mining and interactions 
5. Develop social mining applications 

 
Unit I Graph Basics 6 Hours 

Social Media Mining  Challenges  Graph Essentials  Representations  Types of 
Graphs  Connectivity  Special Graphs  Graph Algorithms. 

Unit II Measures & Models 6 Hours 

Network Measures  Centrality  Transitivity and Reciprocity  Similarity. Network 
Models-Properties of Real-World Networks  Random Graphs  Small-World Model 
 Preferential Attachment Model. 

 
Unit III Asymmetric Ciphers 6 Hours 

Number theory concepts: Euclidean algorithm  Modular arithmetic  Prime numbers  
  theorem  Discrete logarithms  Principles of public-key cryptosystems 

 RSA algorithm  Diffie-Hellman key exchange  ElGamal cryptographic system. 

Unit IV Mining Twitter 6 Hours 

Community Analysis  Community Detection  Evolution  Evaluation  Information 
Diffusion in social media  Herd Behavior  Information Cascades  Diffusion of 
Innovations. 

 
Unit V Applications 6 Hours 

Influence and Homophily  Recommendation in Social Media  Classical 
Recommendation Algorithms  Recommendation Using Social Context  Evaluating 
Recommendations. 

 
List of Exercises 30 Hours 

1. Implementation of Shortest path and Minimum Spanning Tree algorithms. 

2. Develop a program to identify degree centrality and Page rank for the givengraph. 

3. Apply decision tree learning to classify the given dataset samples into relevantgroups. 

4. Clustering of Twitter dataset using k-means algorithm. 

5. Identification of user community using Brute-Force Clique technique. 

6. Development of recommendation system using collaborative filtering approach. 



 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe the graph features for social media mining 
Understand 

CO2: Apply network measures and models to visualize social 
networks 

Apply 

CO3: Implement data mining algorithms using real time social data Apply 

CO4: Illustrate community mining and interactions in social media Apply 

CO5: Develop social mining applications for real time scenarios 
Apply 

 

Text Book(s): 

T1. Reza Zafarani, Mohammad Ali Abbasi, Huan Liu,  Media Mining: An 
 University Press, 2014. (Unit I, II & III) 

T2. Lam Thuy Vo,  Social Media: Finding Stories in  No Starch 
Press,2020. (Unit IV & V) 

Reference Book(s): 
R1. Peter  Networks and the Semantic  Springer Science, 2007. 

R2. Maksim Tsvetovat and Alexander  Network Analysis for  
 Media Inc., 2011. 

R3. Charu. C.Aggarwal,  Network Data  Springer, 2011. 

R4. Matthew A. Russell,  the Social  2
nd Edition,  Media Inc., 2013. 

Web References: 

1. NPTEL  Social Networks course. URL: http://nptel.ac.in/courses/106106169 
 

2. MIT Open Courseware.URL: https://ocw.mit.edu/courses/media-arts-and- 
sciences/mas-961-networks-complexity-and-its-applications-spring-2011/index.htm 

 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2014 Course Title: Recommendation Systems 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 

 
Credits:3 

 
Total Contact Hours:60 

 
Max. Marks:100 

Pre-requisites 

 Nil 

Course Objectives 
The course is intended to: 

1. Understand the foundations of the recommender system 
2. Learn the significance of machine learning and data mining algorithms for 

Recommender systems 
3. Learn about collaborative filtering 
4. Design and implement a recommender system 
5. Evaluate & design the recommender systems applications 

 
Unit I Introduction to Recommender Systems 6 Hours 

Introduction and basic taxonomy of recommender systems - Traditional and non- 
personalized Recommender Systems - Overview of data mining methods for recommender 
systems - similarity measures - Dimensionality reduction  Singular Value Decomposition 
(SVD). 

Unit II Content-Based Recommendation Systems 6 Hours 

High level architecture of content-based systems - Item profiles - Representing item profiles 
- Methods for learning user profiles - Similarity-based retrieval - Classification algorithms. 

 

Unit III Collaborative Filtering 6 Hours 
Systematic approach - Nearest neighbor collaborative filtering (CF) - User based and item- 
based CF - components of neighborhood methods: rating normalization - similarity weight 
computation - neighborhood selection. 

 
Unit IV Attack-Resistant Recommender Systems 6 Hours 

Introduction  Types of Attacks  Detecting attacks on recommender systems  Individual 
attack  Group attack  Strategies for robust recommender design - Robust 
recommendation algorithms. 

 
Unit V Evaluating Recommender Systems 6 Hours 

Evaluating Paradigms  User Studies  Online and Offline evaluation  Goals of evaluation 
design  Design Issues  Accuracy metrics  Limitations of Evaluation measures. 



List of Exercises 30 Hours 

1. Implement Data similarity measures using Python. 

2. Implement dimension reduction techniques for recommender systems. 

3. Implement user profile learning. 

4. Implement content-based recommendation systems. 

5. Implement collaborative filter techniques. 

6. Create an attack for tampering with recommender systems. 

7. Implement accuracy metrics like Receiver Operated Characteristic curves. 
 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Understand the fundamental concepts of recommender systems 
and their applications 

Apply 

CO2: Analyze and compare different data mining methods used in 
recommender systems 

Analyze 

      CO3:    Implementation of Collaborative Filtering in carrying out 
performance evaluation of recommender systems based on 
various metrics 

 
Apply 

CO4: Evaluate the vulnerabilities of recommender systems and propose 
strategies for robust design 

Apply 

CO5: Critically assess the effectiveness of recommender systems using 
different evaluation methods 

Apply 

Text Book(s): 
T1. Charu C. Aggarwal,  Systems: The  Springer Publication, 

2016. 
Reference Book(s): 

R1. Dietmar Jannach, Markus Zanker, Alexander Felfernig and Gerhard Friedrich, 
st Edition 

2011. 
R2. Francesco Ricci, Lior Rokach, Bracha Shapira,  Systems 

H  1st Edition, Springer publication, 2011. 
Web References: 

1. Coursera Recommender-systems course material: 
https://www.coursera.org/specializations/recommender-systems. 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1 



Course Code: 19ADEN2015 Course Title: Text and Speech Analysis 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 

 
Credits:3 

 
Total Contact Hours:60 

 
Max. Marks:100 

Pre-requisites 

 Nil 
Course Objectives 

The course is intended to: 

1. Understand natural language processing basics 

2. Apply classification algorithms to text documents 

3. Build question-answering and dialogue systems 

4. Develop a speech recognition system 

5. Develop a speech synthesizer 

 
Unit I         Natural Language Basics 6 Hours 
Foundations  Language Syntax and Structure - Text Preprocessing and Wrangling  Text 
tokenization  Stemming  Lemmatization  Removing stop - words  Feature Engineering 
for Text representation  Bag of Words model- Bag of N - Grams model  TF - IDF model. 

Unit II Text Classification 6 Hours 
Vector Semantics and Embeddings - Word Embeddings - Word2Vec model  Glove model  
FastText model  Deep Learning models  RNN  Transformers. 

Unit III Question Answering And Dialogue Systems 6 Hours 
Information retrieval  IR-based question answering  knowledge-based question answering 

        _  language models for QA  classic QA models  chatbots  Design of dialogue systems -       
                                                                                                                                                                                        evaluating dialogue systems. 

Unit IV      Text-To-Speech Synthesis 6 Hours 
Overview.-Text normalization-Letter-to-sound-Prosody, Evaluation. Signal processing - 
Concatenative and parametric approaches, WaveNet and other deep learning-based TTS 
systems. 

Unit V Automatic Speech Recognition 6 Hours 
Speech recognition: Acoustic modelling  Feature Extraction - HMM, HMM-DNN systems. 

 
List of Exercises 30 Hours 

1. Create Regular expressions in Python for detecting word patterns and tokenizing 

2. Getting started with Python and NLTK - Searching Text, Counting Vocabulary, 
Frequency Distribution, Collocations, Bigrams 

3. Accessing Text Corpora using NLTK in Python 

4. Write a function that finds the 50 most frequently occurring words of a text that are not 
stop words. 

5. Implement the Word2Vec model text 

6. Use a transformer for implementing classification 



 

Course Outcomes Cognitiv

e 

Level 

At the end of this course, students will be able to: 

CO1: Explain existing and emerging deep learning architectures for  text 
and speech processing 

Apply 

CO2: Apply deep learning techniques for NLP tasks, language  modeling and 
machine translation 

Apply 

CO3: Explain coreference and coherence for text processing Apply 

CO4: Build question-answering systems, chatbots and dialogue 
systems 

Apply 

CO5: Apply deep learning models for building speech recognition and                          
text- to-speech systems 

Apply 

Text Book(s): 

T1. Daniel Jurafsky and James H. Martin,  and Language Processing: An 
Introduction to Natural Language Processing, Computational Linguistics, and 
Speech  3rd  Edition, 2022. 

 
Reference Book(s): 

R1. Dipanjan Sarkar,  Analytics with Python: A Practical Real-World approach to 
Gaining Actionable insights from  APress,2018. 

R2. Tanveer Siddiqui, Tiwary U S,  Language Processing and Information 
 University Press, 2008. 

R3. Lawrence Rabiner, Biing-Hwang Juang, B. Yegnanarayana,  of Speech 
 1st Edition, Pearson, 2009. 

 
Web References: 

1. Nptel Course Natural Language Processing: https://nptel.ac.in/downloads/111102011/. 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2016 Course Title: Image and Video Analytics 

Course Category: Professional Elective Course Level: Mastery 

L: T: P(Hours/Week) 
2: 0: 2 

 
Credits:3 

 
Total Contact Hours:60 

 
Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Explain fundamental concepts of image representation and analyze image properties 
2. Implement image pre-processing techniques for noise reduction and edge detection 
3. Evaluate object detection methods and design deep learning architectures for object 

recognition 
4. Analyze facial features and implement face recognition systems 
5. Critically evaluate deep learning architectures for video analytics and propose 

improvement strategies 
 

Unit I Computer Vision 6 Hours 

Computer Vision  Image representation and image analysis tasks - Image representations -
digitization  properties  color images  Data structures for Image Analysis - Levels of 
image data representation - Traditional and Hierarchical image data structures. 

Unit II Image Pre-Processing 6 Hours 

Local pre-processing - Image smoothing - Edge detectors  Zero crossings of the second 
derivative - Scale in image processing - Canny edge detection - Parametric edge models  
Edges in multi-speralct images - Local pre-processing in the frequency domain - Line 
detection by local pre-processing operators - Image restoration. 

Unit III Object Detection using Machine Learning 6 Hours 

Object detection  Object detection methods  Deep Learning framework for Object 
detection  bounding box approach-Intersection over Union (IoU) Deep Learning 
Architectures  R - CNN - Faster R  CNN - You Only Look Once(YOLO) - Salient features - 
Loss Functions - YOLO architectures. 

 
Unit IV      Face Recognition and Gesture Recognition 6 Hours 
Face Recognition  Introduction - Applications of Face Recognition - Process of Face 
Recognition  Deep Face solution by Facebook - FaceNet for Face Recognition - 
Implementation using FaceNet - Gesture Recognition. 

Unit V Video Analytics 6 Hours 

Video Processing  use cases of video analytics - Vanishing Gradient and exploding 
gradient Problem - RestNet architecture - RestNet and skip connections - Inception Network- 
Google Net Architecture - Improvement in Inception v2 - Video analytics - RestNet and 
Inception v3. 



List of Exercises 30 Hours 
1. Write a program that computes the T-pyramid of an image. 

2. Write a program that derives the quad tree representation of an image using the 
homogeneity criterion of equal intensity. 

3. Develop programs for the following geometric transforms: (a) Rotation (b) Change of scale 
(c) Skewing (d) Affine transform calculated from three pairs of corresponding points  
 (e) Bilinear transform calculated from four pairs of corresponding points. 

4. Develop a program to implement Object Detection and Recognition. 

5. Develop a program for Facial Detection and Recognition. 

6. Write a program for event detection in video surveillance system. 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Infer the fundamentals of image processing techniques for                       computer 
vision and video analysis Understand 

CO2: Explain the techniques used for image pre-processing Understand 
CO3: Develop various object detection techniques Apply 
CO4: Recognize the face available in image using various face 

recognition mechanisms Apply 

CO5: Analyze the video using deep learning techniques Apply 

Text Book(s): 
T1. Milan Sonka, Vaclav Hlavac, Roger Boyle,  Processing, Analysis, and 

Machine  4th  Edition, Thomson Learning, 2013. (Unit I, II & III) 
T2. Vaibhav  Computer Vision Using Deep Learning Neural Network 

Architectures with Python and  Apress, 2021. (Unit IV & V) 
Reference Book(s): 

R1. Richard Szeliski,  Vision: Algorithms and  Springer Verlag 
London, Limited,2011. 

R2. Caifeng Shan, FatihPorikli, Tao Xiang, Shaogang Gong,  Analytics for 
Business  Springer, 2012. 

R3.  D. A. Forsyth, J. Ponce,  Vision: A Modern  Pearson 
Education,2003. 

Web References: 

1. Innovating with Video Analytics Technologies and Use Cases: 
https://wso2.com/whitepapers/innovating-with-video-analytic technologies- use-cases/ 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 - 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 2 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1 



Vertical V - Emerging Technologies Electives 

Course Code: 19ADEN1017 Course Title: Fuzzy Logic and Neural Computing 

Course Category: Professional Elective Course Level: Mastery 

L: T :P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Linear Algebra and Infinite Series 

Course Objectives 
The course is intended to: 

1. Construct feed forward neural networks using supervised learning 
2. Develop neural networks based on associative memory 
3. Build unsupervised learning networks using competitive strategy 
4. Model inference systems using fuzzy rules 
5. Develop genetic algorithms 

Unit I Supervised Learning Networks 9 Hours 

Evolution of computing  soft computing constituents  Biological neural networks  
Artificial neurons  Applications. Supervised Learning Networks: Activation functions - 
Learning rules - Perceptron networks  Adaline  Madaline - Back propagation networks. 

Unit II Associative Memory Networks 9 Hours 

Associative memories  Auto associative memory network  Hetero associative 
memory network  Bi-directional associative memory  Discrete Hopfield network. 

Unit III Unsupervised Learning Networks 9 Hours 

Model Process for Addressing Ethical Concerns During System Design - Transparency of 
Autonomous Systems - Data Privacy Process - Algorithmic Bias Considerations - 
Ontological Standard for Ethically Driven Robotics and Automation Systems. 

Unit IV Fuzzy Systems 9 Hours 

Classical sets  Fuzzy Sets  Classical relations  Fuzzy relations  Membership Functions 
 Defuzzification  Fuzzy rules  Fuzzy reasoning  Fuzzy inference systems  Neuro-fuzzy 

systems. 

Unit V Genetic Algorithms 9 Hours 

Introduction  Traditional optimization and search techniques  Genetic algorithm and 
search space  Simple genetic algorithm  Operators in genetic algorithm  Solving 
Travelling Salesman Problem. 

 
 
 
 
 
 
 

  

 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Construct feed forward neural networks using supervised 
learning for solving classification problems 

Apply 

CO2: Develop neural networks based on associative memory for 
retrieving patterns 

Apply 

CO3: Build unsupervised learning networks using competitive 
strategy for solving clustering problems 

Apply 

CO4: Model inference systems using fuzzy rules for solving 
uncertainty problems 

Apply 

CO5: Develop genetic algorithm for solving optimization problems Apply 

 
Text Book(s): 

T1. S.N. Sivanandam, S.N. Deepa,  of Soft  3rd  Edition, 
John Wiley & Sons, New Delhi, 2019. 

 
Reference Book(s): 

R1. Hitoshi Iba, Nasimul Noman,  Neural Evolution: Deep Learning with 
 

R2. N.P. Padhy, S.P. Simon,  computing with matlab  Oxford 
University Press; 2015. 

R3.  Timothy J. Ross,  Logic with  Wiley, 2016. 

Web References: 

1. NPTEL, Introduction to Soft Computing, URL: 
https://onlinecourses.nptel.ac.in/noc22_cs54/preview 

2. Soft Computing IIT Kharagpur: URL: https://cse.iitkgp.ac.in/dsamanta/ 
courses/sca/index.html 

3. Fuzzy Sets, Logic and Systems & Applications: 
URL: https://onlinecourses.nptel.ac.in/noc22ee21/preview 

 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 - - 2 2 2 - - 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 - - 2 1 1 2 3 - - 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN1018 Course Title: Optimization Techniques 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 

 
Credits:3 

 
Total Contact Hours:45 

 
Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 
1. Solve optimization problems using Linear and Non-linear programming 
2. Compute critical path for Activity Network models 
3. Apply genetic Algorithm using Evolutionary Computation principles 
4. Solve real world problems using Evolutionary Optimization techniques 
5. Implement Swarm Intelligence approaches for optimizing practical applications 

Unit I Classical Optimization Methods 9 Hours 

General Linear Programming Model: Two variable LP Model  Graphical LP Solution  
Simplex Method  Artificial Starting Solution  Non-linear Programming Algorithms: 
Unconstrained Algorithms  Constrained Algorithms. 

 
Unit II Software Quality Assurance Components 9 Hours 

Scope and Definition of Network Models  Minimum Spanning Tree Algorithm Maximal 
flow model  CPM and PERT  Critical path Method (CPM) Computations  Construction 
of the Time Schedule  Linear Programming formulation of CPM  PERT Networks. 

Unit III Evolutionary Computation 9 Hours 

Genetic Algorithm  Conventional Optimization and Search Techniques  Comparison 
between Genetic Algorithm and traditional optimization method  Advantages - 
Limitations and Applications of Genetic Algorithm  Genetic Programming  Primitives of 
Genetic Programming  Attributes in Genetic Programming  Steps of Genetic 
Programming. 
. 
Unit IV Evolutionary Optimization 9 Hours 

Fuzzy optimization Problem  Mult objective Reliability Design Problem  Combinatorial 
Optimization Problem  Scheduling Problems  Transportation Problems  Network 
Designand Routing Problems. 
. 
Unit V Natured Inspired Optimization 9 Hours 

Particle Swarm Optimization  Ant Colony Optimization  Fish School Search Algorithm 
 Cuckoo Search Algorithm  Bat Algorithm  Applications of Nature Inspired 

Optimization Algorithms. 
. 

 
 
 
 
 
 
 



Course Outcomes Cognitive   

Level At the end of this course, students will be able to: 

CO1: Apply classical 
problems 

optimization methods to solve linear Apply 

CO2: Analyze network models and apply algorithms for network 
optimization 

Apply 

CO3: Compare and contrast traditional optimization methods with 
evolutionary computation techniques 

Apply 

CO4: Formulate and solve optimization problems in different domains 
using appropriate techniques 

Apply 

CO5: Evaluate the performance of nature-inspired optimization algorithms 
for specific applications 

Apply 

Text Book(s): 

T1. Taha H.A.,  and Research  An  Pearson Education, 11th 

Edition, 2022. (Unit I & II) 

T2. Sivanandam S.N., Deepa S. N.,  to Genetic  Springer, 2013. 
(Unit III & IV) 

T3. T.A.Vasuki., -Inspired Optimization  CRC Press, 2020. (Unit V) 

Reference Book(s): 
R1.  

Research:  
Company, 2021. 

R2. -Inspired Methods for 
 Springer, 2020. 

R3.  
Applications using  Press, 2019. 

Web References: 
1. NPTEL problem-solving techniques : https://onlinecourses.nptel.ac.in/noc23_me40 

 
2. Udemy linear programming: https://www.udemy.com/course/geneticalgorithm/ 

 
3. Coursera convex optimization: https://in.coursera.org/learn/operations-research-modeling 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN1019 Course Title: Information Retrieval Methods 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 

 Nil 

Course Objectives 
The course is intended to: 

1. Implement the text retrieval systems based on Boolean retrieval model 

2. Deploy an algorithm for indexing using suitable index construction and compression 
methods 

3. Evaluate the vector space model for any given document 

4. Implement the query refinement process to match the semantically similar queries 
5. Use web crawling and indexes to develop IR based web applications 

 
Unit I Text Retrieval Systems 9 Hours 

Boolean retrieval  The term vocabulary and postings lists: Document delineation  
Determining the vocabulary of terms  Faster postings list intersection via skip pointers  
Dictionaries and tolerant retrieval. 

Unit II Index construction and Compression 9 Hours 

Hardware basics  Blocked sort-based indexing  Single pass in-memory indexing  
Distributed indexing  Dynamic indexing  Dictionary compression  Postings file 
compression  Term frequency and weighting. 

 
Unit III Vector Space Models and Evaluation 9 Hours 

Vector Space Model  TF IDF functions  Scoring & Ranking  Evaluation in information 
retrieval: Information retrieval system evaluation  Standard test collections  Evaluation of 
unranked retrieval sets  Evaluation of ranked retrieval results  Assessing relevance. 

 
Unit IV Query Expansion 9 Hours 

Relevance feedback  Pseudo relevance feedback  Query Reformulation  Review of basic 
probability theory  Probability ranking principle  Binary independence model  Language 
models information retrieval. 

 
Unit V Web Search Basics and IR Applications 9 Hours 

Web Characteristic  Crawling  Distributing indexes  Connectivity servers  Web as a 
graph  Page Rank  Hubs and Authorities  Information extraction  Question answering  
Opinionsummarization  Social Network. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Implement the text retrieval systems based on Boolean 
retrieval model by determining the vocabulary of terms 

Apply 

CO2: Deploy an algorithm for indexing using suitable index 
construction and compression methods for a given database 

Apply 

CO3: Evaluate the vector space model for any given document using 
different evaluation techniques 

Apply 

CO4: Implement the query refinement process to match the 
           semantically similar queries by Relevance feedback and query 

expansion methods 

Apply 

CO5: Develop simple IR based web applications using web crawling 
and indexes 

Apply 

 
Text Book(s): 

T1. 
 

Reference Book(s): 

R1. Bruce Croft, Donald Metzler, Trevor Strohman,  Engines: Information 
Retrieval  

R2. Ricardo Baeza-Yates, Berthier Ribeiro-Neto,  Information 
 2nd  Edition, Pearson Education, 2011 

Web References: 
 

1. Text Retrieval and Search Engines URL: https://www.coursera.org/learn/text-retrieval? 

2. Search Engines: Information Retrieval in Practice URL: 
https://ciir.cs.umass.edu/irbook/ 

3.  Introduction to Information Retrieval URL: http://nlp.stanford.edu/IR-book /html / 
htmledition/ irbook.html 

4. Modern Information Retrieval URL: http://www.mir2ed.org/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - - 3 1 3 1 - 1 - - 

CO2 3 2 1 1 2 2 3 1 3 1 - 1 2 1 

CO3 3 2 1 1 2 2 3 1 3 1 - 1 2 1 

CO4 3 2 1 1 2 2 3 1 3 1 1 1 2 1 

CO5 3 2 1 1 2 1 3 1 3 1 1 1 2 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN1020 Course Title: Reinforcement Learning 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
3: 0 : 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Utilize Reinforcement Learning tasks and the core principles of Markov Decision 
process behind the RL 

2. Apply Dynamic Programming algorithms and Monte Carlo methods in policies, value 
functions 

3. Develop value function with combined Temporal Difference Learning algorithm 

4. Apply Integrating the Planning with RL algorithms 

5. Analyze different solution methods for RL 
 

Unit I Introduction to Reinforcement Learning & Problems 9 Hours 

Introduction  History of Reinforcement Learning, Elements of Reinforcement Learning - Multi- 
armed Bandits - Finite Markov Decision Processes. 

Unit II Dynamic Programming and Monte Carlo Methods 9 Hours 

Policy Prediction & Evaluation - Policy Improvement Iteration - Value Iteration - Asynchronous 
Dynamic Programming - Efficiency. Monte Carlo Methods: Prediction  Estimation - Controls 
without Exploring Starts - Off policy Prediction with Importance Sampling - Incremental 
Implementation - Off policy Monte Carlo Control. 

Unit III Temporal Difference Learning 9 Hours  

Temporal Difference Learning: Prediction  Optimality  Sarsa - Q-learning  n-step 
Bootstrapping: n-step TD Prediction - Tree backup algorithm - Off policy learning - Unifying 
Algorithm. 

 
Unit IV Integrating Planning with Learning 9 Hours 

Models and Planning  Dyna  Real time Dynamic Programming - Planning at Decision Time- 
Heuristic Search - Rollout Algorithms - Monte Carlo Tree Search. 

 
Unit V Solution Methods and Applications 9 Hours 

On-policy Prediction with Approximation: Value prediction and control - Gradient Descent 
methods - Linear methods - On-policy Control with Approximation - Optimizing Memory 
Control - Video Game Play - Classical Games: Combining Minimax Search and RL. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Utilize Reinforcement Learning tasks and core principles for real 
time application 

Apply 

CO2: Apply the Dynamic programming algorithms in policies and Monte 
carlo methods in value function for solving the problem 

Apply 

CO3: Develop & estimate value function with combined Temporal 
difference Learning algorithm for policy prediction and learned 
estimates 

Apply 

CO4: Apply integrating planning with Reinforcement learning 
Algorithms for real time applications 

Apply 

CO5: Analyze different solution methods for policy prediction, 
approximation with real time applications 

Apply 

 
Text Book(s): 

T1. Sutton R. S. and Barto A. G., "Reinforcement Learning: An Introduction", MIT Press, 
2020. 

Reference Book(s): 

R1. Csaba Szepesvári,  for Reinforcement  Morgan & Claypool, 2013. 

R2. Kevin Murphy - A  MIT press, 2012 

R3.  

R4. Stuart Russell and Peter Norvig,  Intelligence: A Modern 
Hall, 2020. 

Web References: 

1. Tutorial on RL: https://www.javatpoint.com/reinforcement-learning 

2. Introduction to Reinforcement Learning: https://www.geeksforgeeks.org/what-is- 
reinforcement-learning 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2017 Course Title: Fundamentals of Virtualization 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 

 Nil 

Course Objectives 
The course is intended to: 

1. Explain the importance of Virtualization 

2. Describe the significance of Server and Desktop Virtualization 
3. Explore the tools in Network virtualization 
4. Experiment the types storage virtualization 

5. Use design principles to achieve Agility\\\ 
 

Unit I Virtualization and cloud computing 6 Hours 

Virtualization and cloud computing - Need of virtualization  cost  administration - fast 
deployment - reduce infrastructure cost  limitations - Types of hardware virtualization: Full 
virtualization - partial virtualization  Paravirtualization -Types of Hypervisors. 

 
Unit II Server and Desktop Virtualization 6 Hours 

Virtual machine basics - Types of virtual machines- Understanding Server Virtualization - 
Types of server virtualization - Business Cases for Server Virtualization  Uses of Virtual 
Server Consolidation  Selecting Server Virtualization Platform - Desktop Virtualization-
Types of Desktop Virtualization. 

 
Unit III Network Virtualization 6 Hours 

Introduction to Network Virtualization  Advantages  Functions - Tools for Network 
virtualization - VLAN - WAN Architecture - WAN Virtualization. 

 
Unit IV Storage Virtualization 6 Hours 
 

Memory Virtualization - Types of Storage Virtualization  Block  File - Address space
Remapping - Risks of Storage Virtualization  SAN  NAS - RAID. 

 
Unit V Virtualization Tools 6 Hours 

VMWare - Amazon AWS - Microsoft HyperV - Oracle VM Virtual Box - IBM PowerVM - 
Google Virtualization - Case study. 



List of Exercises 30 Hours 

1. Create type 2 virtualization in VMWARE or any equivalent Open Source Tool. 
Allocatememory and storage space as per requirement. Install Guest OS on that 
VMWARE . 

2. Optimizing Storage Utilization: Disk Resizing, Snapshots, and Volume Management 
a. Shrink and extend virtual disk 
b. Create, Manage, Configure and schedule snapshots 
c. Create Spanned, Mirrored and Striped volume 
d. Create RAID 5 Volume 

3. Remote Desktop Options: Exploring VNC and Chrome Remote Desktop 
a. Virtualization using VNC 
b. Desktop Virtualization using Chrome Remote Desktop 

4. Create type 2 virtualization on ESXI 6.5 server  

5. Create a VLAN in CISCO packet tracer  

6. Create Nested Virtual Machine(VM under another VM)  

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Understand the fundamental concepts of virtualization and cloud 
computing 

Understand 

CO2: Analyze and apply server and desktop virtualization techniques Analyze 

CO3: Explain the principles and applications of network virtualization Apply 

CO4: Evaluate and implement storage virtualization solutions Apply 

CO5: Gain hands-on experience with virtualization tools and platforms Apply 

 
Text Book(s): 

 

T1.  
 McGraw- Hill , New Delhi , 2010. ( Laboratory exercises) 

T2. Rajkumar Buyya, James Broberg, Andrzej  Computing (Principles 
and  John Wiley & Sons Inc. 2011. (Unit  I & II) 

T3. David Marshall, Wade A. Reynolds,  Virtualization: VMware and 
Microsoft Platform in the Virtual  Auer Bach, 2012. (Unit  III, IV & V) 

Reference Book(s):  

R1. Chris Wolf, Erick M. Halter,  From the Desktop to the  
APress, 2005. 

R2. James E. Smith, Ravi Nair,  Machines: Versatile Platforms for Systems and 

 Elsevier/Morgan Kaufmann, 2005. 
R3. David Marshall, Wade A. Reynolds,  Server Virtualization: VMware and 

Microsoft Platform in the Virtual Data  Auer Bach Publications, 2006. 



Web References: 
1. virtualization-technology: https://www.sciencedirect.com/topics/computer- 

science/virtualization-technology 
 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 - - 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 - - 2 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2019 Course Title: Natural Language Processing Systems 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 

 Nil 
Course Objectives 
The course is intended to: 

1. Perform word and sentence recognition 

2. Identify POS tags for words 

3. Perform syntax analysis and construct parse trees 

4. Determine word sense, semantic role and similarity 

5. Develop NLP applications 
 

Unit I        Language Modeling 6 Hours 

Knowledge in Speech and Language Processing  Ambiguity  Regular Expressions Finite 
State     Automata          Morphology        Finite     State     Transducers Word and 
Sentence Tokenization  Detecting and Correcting Spelling Errors  Minimum Edit Distance. 

 
Unit II       Word Level Analysis 6 Hours 

N-grams  Unsmoothed N - grams  Perplexity  Smoothing Word Classes  Part of 
Speech Tagging  Rule-based - Stochastic - Transformation based tagging  Evaluation 
and issues in PoS tagging  Markov chains  Hidden Markov Model  Forward  Viterbi - 
Forward- Backward algorithms. 

 
Unit III Syntax Analysis 

6 Hours 

Context - Free Grammars  Grammar rules  Treebank - Dependency Grammars  Parsing 
as Search  Ambiguity  Dynamic Programming parsing  Partial parsing  Probabilistic CFG 
 Probabilistic CKY parsing  Probabilistic Lexicalized CFGs. 

 
Unit IV Semantics 

6 Hours 

First Order Logic  Description Logics  Syntax-driven semantic analysis  Word Senses  
Relations between Senses  Semantic roles  Word Sense Disambiguation: Supervised- 
Dictionary & Thesaurus methods  Word Similarity: Thesaurus and Distributional methods. 

 
Unit V       Pragmatics and Applications 6 Hours 

Discourse segmentation  Text Coherence  Reference, Anaphora and Co-reference 
resolution  Named Entity Recognition  Relation Detection and Classification  Information 
Retrieval  Factoid Question Answering  Summarization. 



List of Exercises 30 Hours 

1. Download nltk and packages. Use it to print the tokens in a document and the 
sentences from it. Include custom stop words and remove them and all stop 
words from a given document using nltk or spaCY package. 

2. Implement a stemmer and a lemmatizer program.  

3. Implement a simple Part-of-Speech Tagger.  

4. Write a program to calculate TFIDF of documents and find the cosine similarity 
between any two documents. 

5. Use nltk to implement a dependency parser.  

6. Implement a semantic language processor that uses WordNet for semantic tagging. 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Construct Finite state automata and transducers for word 
recognition 

Apply 

CO2: Identify n-grams and Parts of Speech tags for sentences Apply 

CO3: Perform syntax analysis using appropriate parsing algorithms Apply 

CO4: Determine word sense and similarity between words using suitable 
methods 

Apply 

CO5: Implement NLP techniques for Information Extraction and 
retrieval 

Apply 

 
Text Book(s): 

 

T1. Daniel Jurafsky  
Introduction to Natural Language Processing, Computational Linguistics and Speech 

 Prentice Hall, 2nd Edition, 2008. (Unit  I, II & III) 

T2. U. S. Tiwary and TanveerSiddiqui, Language Processing and information 
 University Press, 2008. (Unit  IV & V) 

T3. Richard M Reese,  Language Processing with  Packt Publishing, 2015. 
(Laboratory Exercises) 

Reference Book(s):  

R1. Christopher Manning,  of Statistical Natural Language  MIT 

                                                                                                                                                                                        Press, 2009. 
R2.  Nitin Indurkhya,Fred J. Damerau,  of Natural Language  2nd  

Edition, Chapman & Hall/CRC: Machine   Learning   &   Pattern Recognition, 
Hardcover, 2010 . 

R3.  Deepti Chopra, Nisheeth Joshi,  Natural Language Processing with  
Packt Publishing Limited, 2016. 



Web References: 
1. NPTEL Course on Natural Language Processing : 

https://nptel.ac.in/courses/106101007/ 
2. NLP software Guide : https://nlp.stanford.edu/software/ 

 
 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 1 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

High-3; Medium-2; Low-1



      

Course Code: 19ADEN2020 
 

Course Title: Web services and DevOps 
 

Course Category: Elective  Course Level: Mastery 

L:T:P(Hours/Week) 
2: 0: 2 

Credits: 3 Total Contact Hours: 60 Max Marks: 100 

 

Prerequisites: Nil 

 

 

The course is intended to impart knowledge on basic concepts of C. 

 

 

Course Objectives 

 The course is intended to: 

1. Demonstrate the various Amazon web services 

2. Build CI/CD strategy followed in project development 

3. Develop python applications using advanced features 

4. Demonstrate the PowerShell basic commands 

5. Design the PowerShell script for processes, services, management and remote 

execution 

 

Unit I            Amazon Web Services          6 Hours 

AWS Introduction-Identity and Governance-AWS Administration-Networking and 

Security-Network Connectivity-Network Traffic Management-AWS Storage-EC2-Data 

Protection-Containers and Serverless Computing-Monitoring 

Unit II            Devops 6 Hours 

Introduction to DevOps-GIT-Ansible-Jenkins-Dockers-DevOps with Azure and AWS 

Unit III            Python 6 Hours 

Python Introduction-Data Structures-Functions and Decorators-Modules-Error Handling- 

Input/ Output-Classes in Python - Regular Expressions-GUI in Python 

Unit IV              PowerShell Basics 6 Hours 

PowerShell Introduction-Data Structures-Objects-Conditional-Loops-Functions and 

Pipelines- Script Execution-Error Handling-Input / Output 

Unit V        PowerShell Advanced Features 6 Hours 

Text Processing and Regular Expressions-Configuration using XML-Windows Registry-     

Processes, Services and Event Log Management-WMI Management-Remote Execution-

Workflow-Desired State Configuration (DSC) 

 

 

 

 

 

 

 

 



List of Exercises                                                                                                  30 Hours                  

1. Deploy a web application in EC2  & Elastic Beanstalk 

2. Create Cloud Monitoring and Management Service  using AWS CloudWatch 

3. Install Git and check-in code into Repository 

4. Build Database Schema Deployment Pipeline with Jenkins and Sqitch 

5. Deploy Django app & its Content Management Systems in Cloud 

6. Create Automated administrative tasks by using PowerShell 

 

Course Outcomes Cognitive 
Level 

At the end of the course the student will be able to: 

CO1: Demonstrate the various Amazon web services for deploying applications 
         and monitoring services 

Apply 

CO2: Build CI/CD strategy followed in project development using GIT, Docker  
          and AWS 

Apply 

CO3: Develop python applications using advanced features Apply 

CO4: Demonstrate the powershell basic commands for file  management with 
          error handling 

Apply 

CO5: Design the powershell script for processes, services, management and  
          remote execution 

Apply 

 
    Web References: 

 1. https://aws.amazon.com/free/? 

2. https://git-scm.com/docs/git#_git_commands 

3.  Official documentation of python 3.10: https://docs.python.org/3/tutorial/ 

4. https://www.pdq.com/powershell/ 

 

Course Articulation Matrix 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 1 1 2 1 1 2 3 2 2 1 1 - 

CO2 3 2 1 1 2 1 1 2 3 2 2 1 1 - 

CO3 3 2 1 1 2 1 1 2 3 2 2 1 2 - 

CO4 3 2 1 1 1 - - 2 3 2 - 1 - - 

CO5 3 2 1 1 1 - - 2 3 2 - 1 - - 

High-3; Medium-2;Low-1 

 

 



  

  

    

-  

 NIL 
 

 
1. Understand the foundation of cloud computing and its deployment & service models 
2. Make use of virtualization concepts, types, hypervisors, and their role in edge computing 
3. Explore the role of edge computing platforms, key techniques, and resource 

management 
4. Analyze the potential of edge analytics, its architecture with IoT, and applications in IIoT 
5. Evaluate various edge cloud service platforms and their data analytics capabilities 

 
   

Cloud characteristics - Deployment models - Service models -  Types of virtualizations -
Types of Hypervisors -  VM Migration: Cold and Live -  Live Migration Techniques and 
advantages over WAN -  VM Provisioning and manageability -  Study on virtualization 
softwares: XEN  KVM - Hyper-v and Virtual box 

   

 Edge computing role - Hierarchy of Edge Computing - Benefits - Key Techniques: Virtual 
machine and Container - Software Defined Network - Content Delivery Networks - Mobile 
Data centers 

   

Resource management: Kubernetes- Containers - Dockers - Edge to Cloud Protocols Edge 
computing challenges. 

  

- -
- - -

- - -  

   

Amazon AWS -  Microsoft Windows Azure -  Google App Engine -  OpenStack -  Azure IoT 
Edge -  iFogSim -  Eclipse ioFog -  Data analytics on high potential applications.  



 

 

 

 
 30 Hours 

 
1. Install Oracle Virtual box or Open Stack Virtual box and create two VMs and Install 

Turbo C in guest OS and execute C program and test the ping command to test the 
communication between the guest OS and Host OS. 

2. Set up a Docker environment and explore container creation, management, and 
execution of simple applications. 

3. Deploy a simple multi-container application using a Kubernetes cluster and explore 
basic resource management functionalities. 

4. Simulate communication protocols used in edge computing environments (e.g., 
MQTT) using network simulators or emulators. 

5. Design and implement a basic data processing pipeline on a chosen edge platform 
(e.g., Apache Flink) to analyze a simulated real-time data stream. 

6. Develop a simple data analytics application on a chosen edge service platform to 
process sensor data from a simulated IoT device. 

 

  

CO1: Deploy a virtual machine using a chosen hypervisor software in a 
simulated edge computing environment 

 

CO2: Explain the benefits of edge analytics compared to cloud 
analytics for the chosen application 

 

CO3: Implement resource management strategies using containers  
and Kubernetes for edge environments 

 

CO4: Evaluate the potential of edge analytics compared to centralized 
cloud analytics, particularly for real-time data processing and 
applications like Industrial IoT 

 

CO5: Explore leading edge cloud service platforms for data analytics 
on high-potential applications 

 

 

T1.  Rajkumar Buyya, James Broberg and AndrzejGoscinski, "Cloud Computing: 
Principles and Paradigms", Wiley, USA, 2017. (Unit  I) 

T2.   Springer, Detroit, 
USA, 2018. (Unit III & IV) 

T3.  
(Unit V) 

  



 

R1.  Dac-Nhuong Le, Raghvendra Kumar, Gia Nhu Nguyen, Jyotir Moy Chatterjee, 
, Wiley, USA, 2018. 

R2.  
. 

 

1. NPTEL Edge Computing Course: https://onlinecourses.nptel.ac.in/noc24_cs66/preview 

2. CISCO guide on Edge Computing: https://www.cisco.com/c/en/us/solutions/enterprise-
networks/edge-computing.html 

3. IBM - Edge Computing, Concepts and Technologies: 
https://www.ibm.com/cloud/learn/edge-computing 

4. Hewlett Packard Enterprise (HPE) - Edge Computing: The Future of the Internet of 
Things (IoT): https://www.hpe.com/us/en/what-is/edge-computing.html 

 

 

               

 3 3 - 1 3 - - - 1 3 - 2 - 2 

 3 1 - 3 3 - - - 1 2 - 1 - 2 

 3 3 2 3 3 - - - 2 3 - 3 - 3 

 - - 3 - 2 - - - 1 2 - 3 - 3 

 3 - 3 - 3 - - - 3 1 - 3 3 2 

- - -  



Vertical VI - Applied Robotics Electives 
 

Course Code: 19ADEN1021 Course Title: Drone Technologies 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 

 
Credits:3 

 
Total Contact Hours:45 

 
Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Understand the basics of drone concepts 
2. Understand the fundaments of design, fabrication and programming of  drone 

3. Impart the knowledge of an flying and operation of drone 

4. Know about the various applications of drone 

5. Understand the safety risks and guidelines of fly safely 

 
Unit I Introduction to Drone Technology 9 Hours 

Drone Concept - Current Breadth of Drone Use - Future Breadth of Drone Use- Risks of Drone 
Technology - Concept Design and Design Development- Construction Administration  Time 
Based Site Comparisons. 

 
Unit II Drone Flying and Operation 9 Hours 

 
Drone Standard Features - Flying Skills - Flight Controller Automations  Support and 
troubleshooting - Drone Packages - Flight Conditions - Video and Photo Recording - 
Multimedia and Video Editing - Drone Flying Apps - Simulator Mode - Flight Operations - 
EmergencyOperations - Pre-flight Planning for Automated Flights. 

 
Unit III Working with 3D Models 9 Hours 

Point Cloud versus 3D Mesh - Working with Point Clouds and 3D Meshes - Third-Party 
Sites. Construction Management Viewing and Sharing Software  Point Cloud to Mesh 

 MeshDecimation - Mesh Manipulation and Proposed Features. 
 

Unit IV Drones and Photogrammetry 9 Hours 

Choosing a drone based on the application - Photogrammetry Accuracy and Precision- 
Ground Control Points- Collecting Data- RTK Drones, Ground Control Pads - Processing 
the Data- Photogrammetry Project Comparisons. 

 
Unit V Acquiring and Working with Drone Data 9 Hours 

Photo and Video Quality- Using DJI Standard Apps- Litchi Flight Planning Software- Litchi 
Smart Device App- Virtual Litchi Mission- Annotated Images- Photoshop Photo Matches- 
3D Model Photo Matches- Working with Drone Videos. 



 
Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the fundamental concepts of drone technology, 
including its current and future applications 

Understand 

CO2: Demonstrate safe and proficient drone operation skills for                              emergency 
procedures 

Apply 

CO3: Compare and analyze appropriate sensors and actuators for                        
Drones for specific application 

Analyze 

CO4: Select appropriate drones and apply photogrammetry 
techniques to collect and process aerial data 

Apply 

CO5: Acquire and manage drone data by understanding 
image/video quality for specific application 

Analyze 

 

Text Book(s): 
 

T1.  
Construction: A Strategic Guide to Unmanned Aerial Vehicle Operation and 

 John Wiley & Sons Inc., 2021. 

Reference Book(s): 

R1. John Baichtal,  Your Own Drones: A Beginners' Guide to Drones, UAVs, 
and  Publishing, 2016. 

R2.    

Security and  Springer, 2018. 
Web References: 

1. Drone Technology Future trend and practical application 
https://onlinelibrary.wiley.com/doi/book/10.1002/9781394168002: Course Articulation 
Matrix 

 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 2 2 

CO2 3 2 2 2 2 1 1 2 3 2 - 1 3 2 

CO3 3 - - - 2 1 - 2 3 2 - 1 3 2 

CO4 3 2 2 2 2 1 - 2 3 2 - 1 2 1 

CO5 3 2 2 2 2 1 - 2 3 2 - 1 3 2 

High-3; Medium-2; Low-1 



Course Code: 19ADEN1022 Course Title: Agricultural Robotics 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Identify the areas in agricultural process 
2. Build sensor and system for agricultural applications 
3. Implement Mechanics to the design various robot parameters 
4. Identify various mechanisms into agricultural robotic 
5. Develop suitable robotic system for specific agricultural tasks 

 
Unit I Mechanized Agriculture 9 Hours 

History of Mechanized Agriculture  Farming Operations and Related Machines  
Tillage  Planting Cultivation- and Harvesting- Agricultural Automation - Agricultural Vehicle 
Robot. 

Unit II Precision Agriculture 9 Hours 

Sensors  types and agricultural applications - Global Positioning System (GPS) - GPS for 
civilian use - Differential GPS - Carrier-phase GPS - Real-time kinematic GPS - Military 
GPS  Geo graphic Information System - Variable Rate Applications and Controller Area 
Networks. 

Unit III Traction and Testing 9 Hours 

Hitching - Principles of hitching - Types of hitches - Hitching and weight transfer - Control of 
hitches -Tires and Traction models - Traction predictor spread sheet - Soil Compaction - 
Traction Aids - Tractor Testing. 

Unit IV Soil Tillage and Weed Management 9 Hours 

Tillage Methods and Equipment - Mechanics of Tillage Tools - Performance of Tillage 
Implements - Hitching of Tillage Implements - Weed Management - Conventional Cropping 
Systems  Tools - Crop Rotation - Mechanical Cultivation. 

 
Unit V Machinery Selection 9 Hours 

Screw Conveyors - Pneumatic Conveyors - Bucket Elevators - Forage Blowers and 
cellaneous Conveyors - Machinery Selection - Field Capacity And Efficiency - Draft And 
Power Requirements - Machinery Costs. 

 
 
 
 

 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: 
 

Recognize the areas in agricultural process where robotics can be 
applied 

Apply 

CO2: Integrate sensor and system for a required specific process in 
agricultural applications 

Apply 

CO3: Apply mechanics to the design various robot parameters Apply 

CO4: Convert various mechanisms into robot by providing actuation at 
specific links and joints of the mechanism 

Analyze 

CO5: Develop suitable robotic system for specific agricultural tasks Apply 

 
Text Book(s): 

T1. Ajit K. Srivastava, Carroll E. Goering, Roger P. Rohrbach, Dennis R. buckmaster, 
"Engineering Principles of Agricultural Machines", ASABE Publication, 2012. 

(Unit I & II) 
T2.  Myer Kutz,"Handbook of Farm, Dairy and Food Machinery Engineering", 

Academic Press, 2019. (Unit  III, IV & V) 

Reference Book(s): 

R1. Qin Zhang, FrancisJ.Pierce, "Agricultural Automation Fundamentals and practices", 
CRC Press, 2016. 

R2. Stephen L Young, Francis J. Pierce, "Automation: The Future of Weed Control in 
Cropping Systems", Springer, Dordrecht Heidelberg New York London, 2014. 

Web References: 
 

1. Agricultural Robotics: https://www.annualreviews.org/doi/10.1146/annurev-control- 

053018-023617 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 1 1 2 3 1 - 1 - - 

CO2 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO3 3 2 2 2 2 1 1 2 3 2 1 1 3 2 

CO4 3 2 2 2 2 1 1 2 3 2 - 1 - 1 

CO5 3 2 2 2 2 1 1 2 3 2 - 1 3 2 

High-3; Medium-2; Low-1



 
 

Course Code: 19ADEN1023 Course Title: Robot Operating System 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 

Credits:3 
 
Total Contact Hours:45 Max. Marks:100 

Pre-requisites  

 Nil  

Course Objectives 

The course is intended to: 

1. Explain the basics of Robot Operating Systems and its architecture 

2. Illustrate Linux commands on the file system, rights aspects 

3.   Explain the applications of ROS in real world complex applications 

4.   Identify navigation through Debugging and Visualization 

5.   Explain about the hardware interfaces 

 Unit I   Introduction to ROS            9  Hours 

Introduction The ROS Equation - History - distributions -difference from other meta-
operating systems  services - ROS framework  operating system  releases. 
 

Unit II   Introduction to Linux Commands            9  Hours 

UNIX commands - file system  redirection of input and output - File system security - Changing 
access rights - process commands  compiling, building and running commands  handling 
variables 

 
Unit III Architecture of Operating System           9  Hours 

File system - packages  stacks  messages  services  catkin workspace  working with 
catkin workspace - working with ROS navigation and listing commands 
 

Unit IV Debugging and Visualization  
Navigation through file system -Understanding of Nodes  topics  service  
messages  bags  master  parameter server. 
 

         9  Hours 

Unit V           Files and Preprocessor Directives          9  Hours 

Debugging of Nodes  topics  services  messages  bags  master  parameter  
visualization using Gazebo - Rviz  URDF modeling  Xacro  launch files. 



 
 

Hardware Interface: Sensor Interfacing  Sensor Drivers for ROS  Actuator Interfacing  
Motor Drivers for  ROS. 

  

Course Outcomes 
Cognitive 

Level 
At the end of this course, students will be able to: 

CO1:    Explain the need for ROS and its significance Apply 

CO2:   Summarize the Linux commands used in robotics Understand 

CO3:   Explain the concepts behind navigation through file system Apply 

CO4:   Explain the concepts of Node debugging Apply 

CO5:   Summarize the issues in hardware interfacing Understand 

Text  Book(s): 

T1. Lentin Joseph,  Systems (ROS) for Absolute Beginners, Apress, 2018 
 
T2. Aaron Martinez, Enrique Fernández,  ROS for Robotics  Packt  
     Publishing Ltd, 2013. 
 

Reference Book(s):  

R1. Jason M O'Kane,  Gentle Introduction to  CreateSpace, 2013. 

R2. AnisKoubaa,  System (ROS)  The Complete Reference (Vol.3), Springer, 
      2018. 
R3. Kumar Bipin,  Operating System  Packt Publishing, 2018. 
R4. Wyatt Newman,  Systematic Approach to learning Robot Programming with  
      CRC Press, 2017. 
R5. Patrick Gabriel,  by Example: A do it yourself guide to Robot Operating  
      2012. 
 

 

               

 3 3 - 1 3 - - - 1 3 - 2 - 2 

 3 1 - 3 3 - - - 1 2 - 1 - 2 

 3 3 2 3 3 - - - 2 3 - 3 - 3 

 - - 3 - 2 - - - 1 2 - 3 - 3 

 3 - 3 - 3 - - - 3 1 - 3 3 2 

- - -  



Course Code:19ADEN1024 Course Title: Collaborative Robotics  

Course Category: Professional Elective Course Level: Mastery 

L:T: P(Hours/Week) 
3: 0: 0 

 
Credits:3 

 
Total Contact Hours:45 

 
Max. Marks:100 

Pre-requisites 
 

 Artificial Intelligence  I & II 

Course Objectives 
The course is intended to: 

1. Understand technology applications, and limitations of Cobots 
2. Evaluate the benefits and challenges of COBOT implementation in various 
       situations 
3. Propose real-world COBOT applications for specific needs and environments 

4. Learn HRI principles for safe and efficient human-robot interaction 

5. Explore COBOT trends and research, preparing for their evolving role in society 
 
 

Unit I Introduction to Cobots 9 Hours 

Definition - Comparison with Traditional Robots - Advantages - Limitations - Cobot Anatomy: 
Sensors  Actuators - Control Systems - Safety Features - Applications across Industries: 
Manufacturing, Healthcare, Logistics, Retail - HRI Principles for Cobots: NLP - Gesture 
Recognition - Shared Workspace Modeling - Case Studies of Successful Cobot 
Implementations. 

 
Unit II Cobot Programming and Control 9 Hours 

Introduction to Cobot Programming Languages and Environments - Motion Planning and 
Trajectory Generation for Cobots - Force Control and Sensor - based Interaction - Safety 
Programming and Error Handling - Interfacing Cobots with Other Systems: PLCs - MES - 
Cloud Platforms. 

 
Unit III Cobot Applications in AI & Data Science 9 Hours 

Robotics for Data Acquisition and Manipulation - Collaborative Robots for Machine Learning 
Tasks - Cobots for Anomaly Detection and Predictive Maintenance - Integration with 
Computer Vision and Deep Learning - Case Studies of Cobot-Driven AI & DS Solutions. 

 
Unit IV Roboethics: Social and Ethical Implication of Robotics 9 Hours 
Risk Assessment and Hazard Identification for HRC - Collaborative Robot Safety Standards 
Compliance - Design Principles for Safe Human - Robot Workplaces - Human Factors and 
Ergonomics: Training - User Interfaces - Cognitive Workload - Ethical Considerations for 
Cobot Deployment. 

Unit V Safety and Standards for Cobot Systems 9 Hours 

Advancements in Cobot Technology: Soft Robotics  Bio - inspired Designs - AI-powered 
Cobots- Integration with IoT and Industry 4.0 - Human-Robot Co-creation and Collaborative 
Intelligence - Challenges and Opportunities for HRC in the Future - Emerging Research Areas 
in Cobot Technology and Applications. 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Understand the workings of Cobot, their components, and 
functionalities 

Understand 

CO2: Analyzing the advantages and disadvantages of Cobot 
implementation in various contexts 

Analyze 

CO3: Designing and proposing real-world Cobot solutions tailored to 
specific needs and environments 

Apply 

CO4: Determine HRI principles for safe and efficient interactions between 
humans and Cobots 

Apply 

CO5: Use emerging trends and research in Cobots, preparing for 
their evolving impact on society 

Apply 

 

Text Book(s): 
T1. Edward T. Lyons, Daniel F. Johnson,  Design and  2nd Edition, 

Springer, 2023. (Unit I & II) 
T2. Pamela Hinds, Nadine Lampert, Jean-Marc Mirenda, Mehran Moallem,  and 

Human Interaction: An  Cambridge University Press, 2016. (Unit III & IV) 

T3.  
and Intelligent Industrial  Springer, 2014. (Unit  V) 

 
Reference Book(s): 

R1. Anupam Jena, Amit Kumar Pandey -Robot  CRC Press, 2023. 
R2. Alessandro De Luca, Bruno Siciliano,  Programming: A Guide to Control, 

Planning, and Self-  2018. 
R3. Rodney Brooks, Anita K. Goel  to AI  2017. 

 
Web References: 

1. The Cobot Guide: https://www.universal-robots.com/blog/guide-to-ur-cobot- 
implementation/ 

2. Universal Robots Academy: https://academy.universal-robots.com/ 
3. ABB Robotics Learning Portal: 

https://new.abb.com/products/robotics/robots/articulated-robots/irb-1200 
4. RoboHub: https://robohub.org/category/news/ 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - - 3 3 1 - 1 - 1 - 1 

CO2 2 1 - - - 3 3 1 - 1 - 1 - 1 

CO3 2 1 - - - 3 3 1 - 1 - 1 2 1 

CO4 2 1 - - - 3 3 1 - 1 - 1 2 1 

CO5 3 2 1 1 1 3 3 1 - 1 - 1 2 1 

High-3; Medium-2; Low-1



Course Code: 19ADEN2021 Course Title: Sensors and Instrumentation 

Course Category: Professional Elective Course Level: Mastery 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 

 Nil 
Course Objectives 
The course is intended to: 

1. Understand the concepts of measurement technology 
2. Explain the various sensors used to measure various physical parameters 
3. Apply the fundamentals of signal conditioning 
4. Demonstrate about the optical, pressure and temperature sensor 

5. Apply the signal conditioning and DAQ systems for given application 
 

Unit I Sensor Calibration Techniques 6 Hours 

Basics of Measurement  Classification of errors  Error analysis  Static and
dynamic characteristics of transducers  Performance measures of sensors 
Classification of sensors Sensor calibration techniques  Sensor Output Signal 
Types. 

 
Unit II Motion, Proximity and Ranging Sensors 6 Hours 

Motion Sensors  Potentiometers  Resolver - Encoders  Optical  Magnetic 
Inductive  Capacitive - LVDT  RVDT  Synchro  Microsyn - Accelerometer  GPS 
 Bluetooth - Range Sensors  RF beacons - Ultrasonic Ranging - Reflective beacons 

- Laser Range Sensor (LIDAR). 
 

Unit III Force, Magnetic and Heading Sensors 6 Hours 

Strain Gage - Load Cell - Magnetic Sensors  types  principle - requirements and
advantages: Magneto resistive  Hall Effect  Current sensor Heading Sensors 
Compass - Gyroscope - Inclinometers. 

 
Unit IV Optical, Pressure and Temperature Sensors 6 Hours 

Photoconductive cell - photo voltaic - Photo resistive - LDR  Fiber optic sensors 
Pressure Diaphragm - Bellows - Piezoelectric  Tactile sensors - Temperature  IC 
- Thermistor - RTD -Thermocouple. Acoustic Sensors  flow and level measurement - 
Radiation Sensors  Smart Sensors - Film Sensors - MEMS & Nano Sensors - LASER 
sensors. 

 
Unit V Signal Conditioning and DAQ Systems 6 Hours 

Amplification  Filtering  Sample and Hold circuits  Data Acquisition: Single 
channel andmultichannel data acquisition  Data logging - applications - Automobile - 
Aerospace - Home appliances - Manufacturing - Environmental monitoring. 



List of Exercises 30 Hours 

1. Determination of Load, Torque and Force using Strain Gauge. 

2. Determination of the characteristics of Pressure Sensor and Piezoelectric Force Sensor. 
3. Determination of Displacement using LVDT. 

4. Determine the Characteristics of Various Temperature Sensors. 

5. Determine the Characteristics of Various Light Detectors (Optical Sensors). 

6. Distance Measurement using Ultrasonic and Laser Sensor. 
 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Recognize various calibration techniques and signal types for 
sensors 

Apply 

CO2: Describe the working principle and characteristics of force, 
magnetic, heading, pressure and temperature, smart and other 
sensors and transducer 

Apply 

CO3: Apply the 
applications 

various sensors and transducers in various Apply 

CO4: Select the appropriate sensor for different applications Apply 
CO5: Acquire the signals from different sensors using Data 

acquisition 
Apply 

Text Book(s): 

T1. Ernest O Doebelin,  Systems  Applications and  Tata 
McGraw-Hill, 2009. (Unit I & II) 

T2. Sawney A K and Puneet Sawney,  Course in Mechanical Measurements and 
Instrumentation and  Dhanpat Rai & Co, 12th Edition New Delhi, 2013. 
(Unit: III, IV & V) 

Reference Book(s): 
R1. C. Sujatha Dyer,  Instrumentation and  

Canada, 2001. 

R2. Hans Kurt Tönshoff, Ichiro,  in  Volume 1, Wiley- VCH, April 
2001. 

Web References: 
1. Process Instrumentation and sensors : https://www.controleng.com/process- 

instrumentation-sensors/:Process Instrumentation and sensors 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 2 1 3 - - - 1 3 - 2 2 2 

CO2 1 1 2 3 3 - - - 1 2 - 1 3 2 

CO3 2 3 2 1 3 - - - 2 3 - 1 3 3 

CO4 1 2 1 3 2 - - - 1 2 1 3 3 3 

CO5 3 3 3 1 3 - - - 3 1 3 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2022 Course Title: Embedded Computing Systems 

Course Category: Professional Elective Course Level: Practice 

L: T : P(Hours/Week) 
2: 0 : 2 Credits:3 Total Contact Hours: 60 Max. Marks:100 

Pre-requisites 

 Nil 
Course Objectives 
The course is intended to: 

1. Understand about the types of Embedded System and various devices in Arm Processor 

2. Design ARM processor Peripherals using Embedded 'C' 

3. Examine the significance of operating systems in embedded system design 

4. Select the suitable communication technique to interface peripheral and sensors 

5. Explain the system architecture using existing product design 
 

Unit I Embedded system and Arm Processor 6 Hours 

Definition of Embedded System  Features of Embedded System  Types of
Embedded System  List of Embedded System Devices - LPC 2148 ARM Block
diagram  Memory and on chip peripheral devices  ARM 7 TDMI - S - CPU registers 
Modes of Operation  PSW  Instruction set. 

 
Unit II ARM Processor Interfacing Techniques 6 Hours 

GPIO register map - Pin Connect Block - 8 bit LEDs - 8bit Switches - Buzzer - 
Relay  Timer/Counter - Vector Interrupt Controller (VIC)  ADC  Temperature 
sensor interfacing. 

Unit III Real Time Operating Systems 6 Hours 

Tasks and states - scheduling - Inter Process Communication- Semaphore(s) - Shared 
data problem - Priority Inversion Problem and Deadlock Situations - Message Queues - 
Mailboxes - Pipes - Introduction to  OS II  Porting of  OS II  RTOS functions. 

 
Unit IV Communication Devices and Bus Standards 6 Hours 

I/O Devices: Types and Examples of I/O devices - Synchronous  ISO - synchronous 
and Asynchronous Communications from Serial Devices - Internal Serial-Communication 
Devices: SPI - UART  Serial Communication using I2C. 

 
Unit V System Design Techniques 6 Hours 

Design Methodologies - Requirement Analysis - Specification - System Analysis and 
Architecture Design. Design Examples: Hardware Design and Software Design Telephone 
PBX - System Architecture - Ink jet printer - Personal Digital Assistants. 



 List of Exercises 30 Hours 

Write the Programs in Embedded C for the following experiments 
1. 8 bit LED and switch Interface 
2. Buzzer and Relay Interface 
3. Stepper Motor Interface 
4. Time delay program using built in Timer / Counter feature 

 

RTOS based experiments 
1. Blinking two different LEDs 
2. Reading temperature from LM 35 interface and plot the temperature vs Time graph 

using Graphics LCD  Study Experiment 

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe the programming concept involved in ARM Processor 
Architecture 

Apply 

CO2: Design ARM processor Peripherals using Embedded 'C' for any given 
problem scenario 

Apply 

CO3: Examine the significance of operating systems in embedded 
System design for Real Time operating Systems applications 

Apply 

CO4: Select the suitable communication technique to interface 
peripheraland sensors for Real Time operating Systems 

Apply 

CO5: Explain the system architecture using existing product design 
for any real time applications systems 

Apply 

Text Book(s):  

T1. Rajkamal,  Systems Architecture, Programming and  3rd Edition, 
TataMcGraw-Hill, 2017. 

T2. UWayne Wolf,  as Components: Principles of Embedded Computing 
System  Morgan Kaufman Publishers, 2016. 

Reference Book(s):  

R1. 1st Indian Reprint, Pearson 
                                                                                       Education Asia, 2002. 
R2. -  
                                                                                    Dream Tech, Wiley 2013. 
R3. Steve Furber,  System on chip  2nd  Edition, Addision   
                                                                                     Wesley, 2015. 

Web References:  

1 LPC214x User manual: http://www.nxp.com/documents/user_manual/UM10139.pdf 

2 NPTEL - Embedded Systems : https://nptel.ac.in/courses/106/105/106105193/ 

3 Coursera -Real-Time Embedded Systems Concepts and Practices: 
https://www.coursera.org/learn/real-time-embedded-systems-concepts- practices 



Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 2 1 3 - - - 1 3 - 2 2 2 

CO2 1 1 2 3 3 - - - 1 2 - 1 3 2 

CO3 2 3 2 - 3 - - - 2 3 - 1 3 3 

CO4 1 2 1 - 2 - - - 1 2 - 3 3 3 

CO5 3 3 3 - 3 - - - 3 1 - 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2023 Course Title: Robotic Automation Technology 

Course Category: Professional Elective Course Level: Mastery 

L:T:P (Hours/Week) 
2: 0: 2 

Credits:3 Total Contact Hours:60 Max.Marks:100 

Pre-requisites 
 Artificial Intelligence  I & II 
 

Course Objectives 
The course is intended to: 

1. Explain RPA, where it can be applied and how it's implemented 
2. Explain the different types of variables, control flow and data manipulation techniques 
3. Identify and understand image, text and data tables automation 
4. Explain how to handle the user events and various types of exceptions and strategies 
5. Build the deployment of the robot and to maintain the connection 

 

Unit I Emergence of Robotic Process Automation 6 Hours 
Emergence of Robotic Process Automation (RPA) - Evolution of RPA - Differentiating RPA from 
Automation - Benefits of RPA - Application areas of RPA - Components of RPA - RPA Platforms - 
Robotic Process Automation Tools - Templates - User Interface - Domains in Activities - Workflow 
Files. 

Unit II Automation Process Activities 6 Hours 
Sequence - Flowchart & Control Flow: Sequencing the Workflow - Activities - Flowchart - Control 
Flow for Decision making - Data Manipulation: Variables - Collection - Arguments - Data Table - 
Clipboard management - File operations Controls: Finding the control - waiting for a control - Act 
on a control - UI Explorer - Handling Events. 

 
Unit III App Integration, Recording and Scraping 6 Hours 
App Integration - Recording - Scraping - Selector - Workflow Activities - Recording mouse and 
keyboard actions to perform operation - Scraping data from website and writing to CSV - Process 
Mining. 

 
Unit IV Exception Handling and Code Management 6 Hours 
Exception handling - Common exceptions - Logging- Debugging techniques - Collecting crash 
dumps - Error reporting - Code management and maintenance: Project organization - Nesting 
workflows - Reusability - Templates - Commenting techniques - State Machine. 

 
Unit V Deployment and Maintenance 6 Hours 
Publishing using publish utility - Orchestration Server - Control bots - Orchestration Server to 
deploy bots - License management - Publishing and managing updates - RPA Vendors - Open 
Source RPA - Future of RPA. 



List of Exercises 30 Hours 
 

1. Create a Sequence to obtain user inputs display them using a message box. 
2. Create a Flowchart to navigate to a desired page based on a condition. 
3. Create a State Machine workflow to compare user input with a random number. 
4. Build a process in the RPA platform using UI Automation Activities. 
5. Create an automation process using key System Activities, Variables and Arguments. 
6. Scraping data from website and writing to CSV. 

 
Course Outcomes 

Cognitive 
Level At the end of this course, students will be able to: 

  CO1: Build the RPA and the ability to differentiate it from other types of 
automation 

Apply 

CO2: Demonstrate to store and manipulate data in a more persistent way 
using such files as CSV and Excel 

Analyze 

CO3: Automate tasks using app integration, recording, scraping, and data 
extraction. 

Apply

CO4:  Handle exceptions through logging, debugging, and
 code management 

Apply 

CO5:  Deploy and  maintain RPA processes  including  publishing,        
orchestration and updates. 

Apply 

Text Book(s): 

T1. Tom Taulli,  
 Apress publications, 2020. 

T2.  
        and automate business processes with the leading RPA tool   Packt 
                                                                                                                                                                                                                                                                                           Publishing, 2018. 

 
Reference Book(s): 

R1.    
        Process Automation: a  Robotic Process Automation, Amazon Asia-  
         Pacific Holdings Private Limited, 2018. 

R2.  Pacific 
Holdings Private Limited, 2018. 

 
Web References: 

1. What is Robotic Process Automation - RPA Software | UiPath [SNIPPET] 
https://www.uipath.com/rpa/robotic-process-automation 

2. AI-powered automation : https://www.academy.uipath.com 



Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 2 2 1 3 - - - 1 3 3 2 2 2 

CO2 1 1 2 3 3 - - - 1 2 3 1 3 2 

CO3 2 3 2 3 3 - - - 2 3 1 1 3 3 

CO4 1 2 1 2 2 - - - 1 2 1 3 3 3 

CO5 3 3 3 3 3 - - - 3 1 1 1 3 2 

High-3; Medium-2; Low-1



Course Code: 19ADEN2024 Course Title: Mobile Robotics 

Course Category: Professional Elective Course Level: Mastery 

L:T:P (Hours/Week) 
2:0:2 

 
Credits:3 Total Contact Hours:60 Max. Marks:100 

Pre-requisites 

 NIL 

Course Objectives 

The course is intended to: 

1. Introduce mobile robotic technology and its types in detail 
2. Learn the kinematics of wheeled and legged robot 
3. Familiarize the intelligence into the mobile robots using various sensors 
4. Acquaint the localization strategies and mapping technique for mobile robot 
5. Aware the collaborative mobile robotics in task planning, navigation and intelligence 

Unit I Robot Locomotion 6 Hours 

Introduction  Locomotion of the Robots  Key Issues on Locomotion  Legged Mobile 
Roots  Configurations and Stability  Wheeled Mobile Robots  Design Space and Mobility 
Issues  Unmanned Aerial and Underwater Vehicles. 

Unit II Robot Kinematics 6 Hours 

Kinematic Models  Representation of Robot  Forward Kinematics  Wheel and Robot 
Constraints  Degree of Mobility and Steer ability  Manoeuvrability  Workspace  Degrees 
ofFreedom  Path and Trajectory Considerations  Motion Controls - Holonomic Robots. 

Unit III Perception for Mobile Robots 6 Hours 

Sensor for Mobile Robots  Classification and Performance Characterization  Wheel/Motor 
Sensors  Heading Sensors - Ground-Based Beacons - Active Ranging - Motion/Speed 
Sensors  Camera - Visual Appearance based Feature Extraction. 

 
Unit IV Localization 6 Hours 

Localization Based Navigation Versus Programmed Solutions - Map Representation - 
Continuous Representations - Decomposition Strategies - Probabilistic Map-Based 
Localization- Landmark-Based Navigation - Globally Unique Localization - Positioning 
Beacon Systems - Route-Based Localization - Autonomous Map Building - Simultaneous 
Localization and Mapping (SLAM). 

Unit V Planning, Navigation and Collaborative Robots 6 Hours 

Introduction - Competences for Navigation: Planning and Reacting - Path Planning - 
Obstacle Avoidance - Navigation Architectures - Control Localization - Techniques for 
Decomposition -Case Studies  Collaborative Robots  Swarm Robots. 



List of Exercises 30 Hours 

1. Implement the Locomotion of the Robots.  

2. Implementation of Kinematic Model Robots.  

3. Apply the sensors for Mobile Robots and evaluate the performance.  

4. Implementation of different Localization techniques.  

5. Apply the SLAM techniques in real-time environment.  

6. Develop a Swarm Robot.  

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Evaluate the appropriate mobile robots for the desired application Apply 

CO2: Create the kinematics for given wheeled and legged robot Apply 
CO3: Analyze the sensors for the intelligence of mobile robotics Analyze 

CO4: Build the localization strategies and mapping technique for mobile 
robot 

Apply 

CO5: Create the collaborative mobile robotics for planning, navigation and 
intelligence for desired applications 

Apply 

 
Text Book(s): 

 

T1. Roland Siegwart and Illah R.Nourbakish, “Introduction to Autonomous Mobile Robots” 
MITPress, Cambridge, 2004. 

Reference Book(s):  

R1. Dragomir N. Nenchev, Atsushi Konno, TeppeiTsujita, “Humanoid Robots: Modelling 
and Control”, Butterworth-Heinemann, 2018. 

R2. MohantaJagadish Chandra, “Introduction to Mobile Robots Navigation”, LAP Lambert 
Academic Publishing, 2015. 

R3. Xiao Qi Chen, Y.Q. Chen and J.G. Chase, “Mobile Robots - State of the Art in Land, 
Sea, Air, and Collaborative Missions”, Intec Press, 2009. 

Web References: 
 

1. Research Article on Advanced Mobile Robotics: 
https://www.mdpi.com/books/book/2067-advanced-mobile-robotics-volume-1 

2. Research Article on Introduction to Mobile Robot Control: 
https://www.academia.edu/11985316/Introduction_to_Mobile_Robot_Control 

 
Course Articulation Matrix 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 - - - - -  - 1 1 - - - 1 

CO2 2 - 2 - - -  - 1 1 - - 2 1 

CO3 2 3 - 1 - 1  - 1 1 2 - 2 2 

CO4 2 - 2 1 - 2  - 1 1 2 - 2 3 

CO5 2 - 2 1 - 2  - 1 1 3 - 3 3 

High-3; Medium-2; Low-1 

http://www.mdpi.com/books/book/2067-advanced-mobile-robotics-volume-1
http://www.academia.edu/11985316/Introduction_to_Mobile_Robot_Control


Diversified Electives 
 

Course Code: 19ITEC1001 
Course Title: Intellectual Property Rights 

(common to all B.E/B.Tech programmes) 

Course Category: Professional Elective Course Level: Introductory 

L:T:P(Hours/Week)                

3: 0: 0 

Credits:3 Total Contact Hours:45 

 

Max. Marks:100 

 
Pre-requisites 

   Nil 

Course Objectives 

The course is intended to: 

1. Describe the basic concepts of Intellectual Property Law  

2. Explain the classification of Patents and its Rights and Limitations  

3. Explain the Patent Searching Process and Application Filling Process  

4. Describe the concepts and principles of Trademark  

5. Explain the principles of copyright and its sources 
1.   

Unit I  Intellectual Property: An Introduction 9 Hours 

 
Intellectual Property Law: Patent Law-Copyright Law-Trademark Law- Trade secret 
Law-Right of Publicity-Paralegal tasks in Intellectual Property Law-Ethical obligations of 
the paralegal in Intellectual Property Law-Trade secrets: Protectible as a trade secret-
Maintaining trade secrets- Protecting an Idea . 
 
 

Unit II Patents: Rights and Limitations 9 Hours 

Sources of patent law-Subject matter of Patents: Utility Patents-Plant Patents-Design 
Patents- Design Patents and copyright-Design Patents and trademarks-Computer 
Software, Business methods and Patent Protection-Rights under Patent Law-Patent 
Requirements-Limitations on Patent Rights-Patent Ownership. 

 

   Unit III Patents: Research, Applications, Disputes, and     
                     International Considerations 

9 Hours 

Patent Search Process-Patent Application Process-Patent Infringement-Patent 
Litigation, International Patent laws. 

    Unit IV      Principles of Trademark         9 Hours 

Trademarks and Unfair Competition-Acquiring Trademark Rights-Types of Marks, Strong 
Marks Versus Weak Marks-Selecting and Evaluating a Trademark-International 
Trademark Laws. 

 
Unit V  Principles of Copyrights 9 Hours 

    Sources of Copyright Law- The Eight Categories of Works of Authorship-Derivative Works 

and Compilations- Rights and Limitations: Grant of Exclusive Rights–Copyrights Ownership- 

International Copyright Laws. 

 



Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Describe the basics of Intellectual Property Law and     
           programming 

        Apply 

CO2: Identify the Rights and Limitations of various patents         Apply 

CO3: Apply the process of patent search and application filling    
           process 

Apply 

CO4: Explain the concept of trademark and its types Apply 

CO5: Classify the concepts of copyrights and its limitations Apply 

 
 
 

 
   Text  Book(s): 

  T1.    Richard Stim, “Intellectual Property: Copyrights, Trademark and Patents”,  

   Cengage learning, 2nd edition 2012. 

 Reference Book(s): 
R1.  Deborah E. Bouchoux, “Intellectual Property: The Law of Trademarks,  

              Copyrights, Patents and Trade Secrets”, Cengage Learning, Third Edition, 2013. 

 R2. Prabuddha Ganguli,”Intellectual Property Rights: Unleashing the Knowledge     
        Economy”, McGraw Hill Education, 2017. 

. 
Web References: 

1. https://ipindia.gov.in/writereaddata/Portal/ev/sections-index.html 
 
 

 

Course Articulation Matrix 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 - - - - - 2 - - - - - 2 - - 

CO2 2 - - 2 - - - - - - - - 2 - 

CO3 - 3 3 - - - - - - - 2 - - 3 

CO4 - - - - - - - 2 2 - - - - - 

CO5 - - - - 2 - 2 - - - - 2 - - 

High-3; Medium-2; Low-1 



  
 

  

    

-  
   Nil 

 
 

1. Describe the types, characteristics of entrepreneurship and its role in economic 
2. Define the types of entrepreneurship 
3. Explain the appropriate form of business ownership in setting up an enterprise 
4. Disseminate the support and management to entrepreneurs in the growth strategies in 
5. Explain the techniques involved in development of industries 

 
   

Entrepreneur  Characteristics  Entrepreneurial Decision Process-Types of Entrepreneurs 
 Difference between Entrepreneur and a manager-Intrapreneur-Social Entrepreneur 

Entrepreneurial Growth- Role of Entrepreneurship in Economic Development. 
 

   
Women Entrepreneurship-Rural Entrepreneurship-Tourism Enterprise, Entrepreneurship- 
Policy Measure of Tourism Entrepreneurship-Eco-Tourism/Nature Tourism/Rural Tourism- 
Need, Opportunities, Challenges for Developing Agri-preneurship-Social Entrepreneurship. 
 

 -   

Small Enterprises-Micro and Macro Units-Essentials, Features and Characteristics- 
Relationship between Micro and Macro Enterprises-Scope of Micro and Small Enterprises- 
Enterprise and Society-Package for Promotion of Micro and Small-Scale Enterprises- 
Problems of Micro and Small Enterprises- Identification of Business Opportunity-Steps in 
Setting Up of a Small Business Enterprise  Content of Business Plan- Significance of 
Business Plan, Formulation of Business Plan  Guidelines for Formulating Project Report  
Project Appraisal. 

  
Institutional Finance-Types of Lease Agreements-Lease Financing-Concept and Procedure 
for Hire-Purchase-Institutional Support to Small Entrepreneurs-Tax Benefits- Depreciation, 
Rehabilitation Allowance- Investment Allowance-Expenditure to Scientific Research-Tax 
Concession in Rural and Backward Areas-Difference between Management and 
Administration-Management of Working Capital-Methods of Inventory Management- 
Production Design-Market Segmentation-Marketing Mix. 

   
Accounting for Small Enterprise-Types of Growth Strategies-Signal and Symptoms, Causes 
and Consequences of Industrial Sickness-Forms of Export Business-Types of Documents-E-
Commerce Suitability for Small Enterprises-Types of Franchising-Evaluation of Franchise 
Arrangement-Corporate Citizenship. 



 

  

CO1:       Explain the types, characteristics of entrepreneurship and its   
      Role in economic development. 

 

CO2: Classify various types of entrepreneurship and highlight   
the opportunities to improve the economy of India. 

 

CO3:       Select the appropriate form of business ownership in setting            
      up An enterprise. 

 

CO4: Determine the financial planning to become an 
Entrepreneur and manage tax benefits that can be provided to                                                      
the small Entrepreneurs. 

 

CO5: Identify the techniques involved in the development of the   
small  enterprise for the growth of industries. 

 

 

T1.  
New       Delhi, 2020. 

 
R1.    

                            Pearson, 2006. 

R2. Mathew J  Entrepreneurship theory at cross roads: paradigms and     
                                                                                                                                                                                                                   Dream tech, 2nd edition 2006. 
R3. Rabindra N.      

New Delhi, 2003. 

R4. Singh, A. K., Development and  University 
Science   Press, 2009. 

 

1. NPTEL course on Entrepreneurship Development :https://nptel.ac.in/courses/127105007 

2. Tutorial on Entrepreneurship Development: https://ncert.nic.in/ncerts/l/lebs213.pdf 
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Course Code: 19MEEC1026 Course Title: Design Thinking and Innovation        (common to                 
                       all B.E/B.Tech programmes) 

Course Category: Professional Elective Course Level: Introductory 

L:T:P(Hours/Week)                

3: 0: 0 

Credits:3 Total Contact Hours:45 

 

Max. Marks:100 

 
Pre-requisites 

   Nil 

Course Objectives 

The course is intended to: 
1. Disseminate the fundamental concepts and principles of design thinking 
1.  2. Explain the design thinking methods in each stage of the problem 
3. Conceptualize innovative ideas using prototypes 

4. Explain the significance of Evaluating and Testing Ideas 

5. Describe the design thinking approach to real world problems 

 
Unit I  Introduction to Design Thinking 9 Hours 

Design thinking overview - Impact of Design Thinking - Design Process – Principles of 
Design Thinking – Creating Ideal Conditions – Case Study: Identify problem in AI . 
 

Unit II Understand the Problem 9 Hours 

Information Gathering – Analysis – Storytelling tool- Innovation- Ideation Finding and 
Evaluating Ideas –Mind Mapping Tool. Case Study: Analysis of the Identified Problem. 

 

 
   Unit III Defining Prototypes 8 Hours 

 Tasks in Prototyping – Understanding Different Prototypes - Developing different prototypes 
– Demonstration – Prototyping Tools. Case Study: Prototype the solution. 
. 

    Unit IV      Evaluating and Testing Ideas         10 Hours 

    Finding Ideas – Developing Ideas Intuitively and Creatively - Selecting Evaluation method 

Evaluating Ideas with checklist –Testing Ideas and Assumptions – Tasks in the Test 
Phase – Testing with Interviews – Testing with Online Studies – Case Study: Evaluate 

the                                                 solution. 

 
Unit V  Applications 9 Hours 

Politics and Society – Business – Strategic technology Plan – Creativity – Visioning, 

Listening and Diagramming - HealthCare and Science – Approach to treat Cancer – Law 

    Problem Definition – Alternatives. 

 

 

 

 

 

 
 



 

  

CO1: Apply the key concepts of design thinking  

CO2: Relate design thinking in all stages of problem solving  

CO3: Identify the diverse methods employed in design thinking and 
 

 

 

CO4: Determine the significance of testing and evaluating the solution  

CO5: Apply design thinking skills to solve real time user experience                                    
                                                                                                                                                                                                                                                                     problems 

 

  
 

T1. Muller-Roterberg "Design thinking for dummies" John Wiley & Sons, 2020.        
(Unit: I,III & IV) 

T2.    Andrew Pressman "Design Thinking A Guide to Creative Problem Solving for    
                                                                      Everyone", Routledge Publication, 2019.(Unit: II & V) 

 

R1.   Robert Curedale, "Design Thinking Process & Methods" Design Community              
                                                                                            College, 5th Edition, 2019. 

R2.  Alyssa Gallagher and Kami Thordarson, "Design Thinking in Play: An Action Guide                         
    for Educators", ASCD Book, 2020. 

R3. Brown.T, "Change by design: How design thinking transforms organizations and            
                                                                         inspires innovation", HarperCollins, 2009. 

 

1. Tutorial on Design thinking: https://www.open.edu/openlearn/science-  maths-   
technology/design-                   innovation/design-thinking/content-section 

2. Article on Design thinking: https:www.interaction-design.org/literature/topics/design- 
thinking 

3.    Practical exercises on Design thinking:https://venturewell.org/class-exercises/ 
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Course Code: 19ADEN1025 Course Title: Business and Sustainable Development 

Course Category: Professional Elective Course Level: Mastery 

L:T:P (Hours/Week) 
3: 0: 0 

 
Credits: 3 

 
Total Contact Hours: 45 

 
Max Marks: 100 

Pre-requisites 
 

 Nil 

Course Objectives 

The course is intended to: 

1. Describe significance of Business and Sustainability 

2. Provide the Significance of Strategic management issues 

3. Explain the Business ethics and Leadership 

4. Explore the Concept of External stakeholder Issues 

Unit I Business and Sustainability 9 Hours 

Business and Sustainability Overview  Sustainability Challenges Confronting Business  
Business in a Resource Constrained World -Stakeholder Approach to Business, Society, and 
Ethics 

 

Unit II Managing Sustainability 9 Hours 

Leadership, Entrepreneurship, and Change  Strategy and Execution- Innovation, Planning, 
and Design- Financing Sustainability- Cooperation, Collaboration, and Partnership- Next 
Generation Competencies 

 

Unit III Business Ethics and Leadership 8 Hours 

Business Ethics Essentials- Managerial and Organizational Ethics - Business Ethics and 
Technology.- Ethical Issues in the Global Arena 

 
Unit IV External Stake Holders Issues 10 Hours 

Business, Government, and Regulation- Business Influence on Government and Public Policy- 
Consumer Stakeholders: Information Issues- Consumer Stakeholders: Product and Service 
Issues - Sustainability and the Natural Environment  Business and Community Stakeholders- 
Case Studies. 

 
Unit V Internal StakeHolder Issues 9 Hours 

Employee Stakeholders and Workplace Issues  Employee Stakeholders: Privacy, Safety, and 

Health- Employment Discrimination and Workplace Diversity Cases-Case studies. 



Course Outcomes Cognitive 
Level At the end of this course, students will be able to: 

CO1: Describe the significance of Business and Sustainability with 
Stackholders 

Understand 

CO2: Describe the Significance of Sustainability management issues Understand 

CO3: Understand the impact of the professional engineering solutions 
for Ethical Issues in the global arena 

Apply 

CO4: Explore the Concept of External stakeholder Issues in real world 
scenario 

Apply 

CO5: Apply functions effectively as an individual for the stakeholder 
Issues in real world scenario 

Apply 

Text Book(s): 
 

T1. Michael Blowfield,"Business and Sustainability",South Asian Edition,2019. (Unit I &II) 
T2. Archie B. Carroll,Ann K. Buchholtz,  & Society Ethics and Stakeholder 

 7th Edition, South Western, 2009. (Unit  III, IV & V) 

 
Reference Book(s): 

R1.  
New Stakeholder  Management Review, 2002. 

R2. Andrew L. Friedman and Samantha Miles, "Stake-holders: Theory and Practice", Oxford 
University Press, 2006. 

 
Web Reference(s): 

1. Course Material URL: https://courses.lumenlearning.com/suny-wmopen- 
introbusiness/chapter/business-stakeholders-2/ 

2. NPTEL course content URL 
https://onlinecourses.nptel.ac.in/noc21_mg94/preview 

 
Course Articulation Matrix 

 
CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 1 1 - - - 3 3 1 - - 1 1 

CO2 1 1 - - - 3 3 1 - - 1 1 

CO3 2 1 - - - 3 3 1 - - 1 1 

CO4 2 1 - - - 3 3 1 - - 1 1 

CO5 3 2 1 1 - 3 3 1 - - 1 1 

High  3; Medium  2; Low  1 



 
 

Pre-requisites: 

 Nil 

Course Objectives: 

The course is intended to: 

1. Explain the fundamentals of PLM  

2. Provide an in-depth understanding of business processes in the PLM. 

3. Explain the management concept for product development in PLM.  

4. Explain the importance of Digital Manufacturing in PLM. 

5. Explain the use case scenarios through various customer case studies. 

Unit I Business Strategy in the PLM                                                               9 Hours 

Definition, PLM Lifecycle Model, Threads of PLM, Need for PLM, Opportunities and 

Benefits of PLM, Views, Components and Phases of PLM, PLM feasibility Study, PLM 

Visioning, Strategy, Impact of strategy, Implementing a PLM strategy, PLM Initiatives to 

Support Corporate Objectives, Infrastructure Assessment, Assessment of Current 

Systems and Applications.  

Unit II Business Processes in the PLM                                                          9 Hours 

Characteristics of PLM, Environment Driving PLM, PLM Elements, Drivers of PLM, 

Conceptualization, Design, Development, Validation, Production, Support of PLM. 

Engineering Vaulting, Product Reuse, Smart Parts, Engineering Change Management, 

Workflow Management.  

Unit III   Product Development Concepts in the PLM                         9 Hours 

Bill of Materials (E-BOM, M-BOM, S-BOM) and Process Consistency, Product 

Structure, Configuring BOM, Simulation Process Management, Variant Management, 

Digital Mock-Up and Prototype Development, Design for Environment, Virtual Testing 

and Validation, Marketing Collateral.  

Unit IV  Digital Manufacturing in the PLM                                           9 Hours 

Digital Manufacturing, Benefits of Digital Manufacturing, Manufacturing the First-One, 

Ramp Up, Virtual Learning Curve, Manufacturing the Rest, Production Planning.  

  

Course Code:19MEEC1001 
Course Title:   Product Life Cycle Management 

(Common to AU, AD, CS, EC,EE, EI, IT, & ME ) 

Course Category:   Professional Elective  Course Level:   Mastery   

L:T:P (Hours/Week) 3: 0: 0 Credits:3 Total Contact Hours:45 Max. Marks:100 



Unit V   Customer Use Cases of the PLM                                                  9 Hours 

Impact and Challenges faced while implementing a successful PLM strategy -Rolls 

Royce, Nissan Motor, Sunseeker International and   Xtrac  

Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Understand PLM strategy based on the business needs                                                                          Understand 

CO2: Explain various business processes in the PLM Understand 

CO3: Understand the product development concepts involved in the PLM Understand 

CO4: Explain the use of Digital Manufacturing environment in the PLM Understand 

CO5: Understand the various customer use cases of the PLM  Understand 

 

Text Book(s): 

T1. st Century Paradigm for 
rd Edition, 

2015. 

T2. - Driving the Next Generation of 

-Hill, 2010.  

T3. Wang, Lihui; Nee, Andrew Y.C. (Eds.) Collaborative Design and Planning for Digital 

Manufacturing, Springer, 2009. 

Reference(s): 

R1. Elangovan, U.

2020. 

R2. Fabio Giudice, Guido La Rosa, Product Design for the environment-A life cycle 

approach , Taylor & Francis 2006. 

R3. -  Anselmi Immonen, 

Springer, 1st Edition, 2003. 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 2 1 - - 1 - - 1 - 1 - 1 2 1 

CO2 2 1 - - 1 - - 1 - 1 - 1 2 1 

CO3 2 1 - - 1 - - 1 - 1 - 1 2 1 

CO4 2 1 - - 1 - - 1 - 1 - 1 2 1 

CO5 2 1 - - 1 - - 1 - 1 - 1 2 1 

High-3; Medium-2; Low-1 
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Course Code: 19ITIC1001 
Course Title: Integrated Big Data Solutions  

                        (Common to AD, CS & IT) 

Course Category: Professional Elective Course Level: Mastery  

L:T:P(Hours/Week)    
3:0:0 

Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites 

 Data Structures, Database Management Systems 

Course Objectives 
The course is intended to: 
1. Apply the principles of distributed computing to analyze and solve complex computing 

problems. 

2. Implement and configure NoSQL databases to handle large-scale data storage and retrieval. 

3. Develop and construct a data warehouse system to support data analysis. 

4. Utilize the MapReduce programming model for processing large datasets. 

5. Design an analytics machine using big data analytic tools. 

Unit I Distributed Computing 9 Hours 

Introduction – Message Passing – Shared Memory – Consensus algorithms – Distributed 

Transactions, Mutual exclusions, dead locks – Local & Global time and state – Distributed file 

systems. 

Unit II NoSQL 9 Hours 

Introduction to NoSQL Databases – Definition and Purpose – CAP Theorem – Overview of CAP –  

Consistency and Availability – Type of NoSQL Databases – Key-Value Stores – Document 

Stores Column – Family Stores – Graph Databases. 

Unit III Data Warehouse & Mining 9 Hours 

Data Warehouse Basics – Data Warehouse Architecture – Modeling Facts – Modeling 

Dimensions – Schemas – Data Cleansing Techniques – ETL Process – Data Mining – 

Introduction to Techniques.  

Unit IV Introduction to Big Data computing 9 Hours 

Defining Big Data, 3 Vs – Challenges and Opportunities – Role of Computing Frameworks– 

Hadoop – Introduction to Apache Hadoop – Components of the Hadoop Ecosystem – 

MapReduce Programming Model – HDFS: Architecture – HDFS Commands –Data Replication 

and Fault Tolerance. 

 Unit V Big Data Analytics Tools  9 Hours   

Apache Spark – Spark's Role in Big Data Analytics – PySpark – Overview of PySpark – Data 

Processing with PySpark – Data Processing – Data Lakehouse Concepts – Performance 

Considerations. 



Course Outcomes  
Cognitive 

Level At the end of this course, students will be able to: 

CO1: Apply distributed computing concepts to design and implement solutions 

for parallel and scalable systems. 
Apply 

CO2: Implement optimized data storage and retrieval techniques in NoSQL 

databases for high-performance applications. 
Apply 

CO3: Utilize data warehousing concepts and data mining techniques to extract 

insights and inform decision-making in real-world scenarios 
Apply 

CO4: Apply the MapReduce programming model to develop and execute big 

data applications efficiently. 
Apply 

CO5: Implement data visualization techniques to effectively communicate  

insights from data. 
Apply 

 

Text Book(s): 
 
T1. Andrew S. Tanenbaum, Maarten Van Steen, “Distributed Systems”, 3rd Edition,      

Pearson Education, 2017. (Unit 1) 

 T2. David Loshin, "Big Data Analytics: From Strategic Planning to Enterprise Integration 

with Tools, Techniques, NoSQL, and Graph", 2013. (Unit 2,3,4,5) 

Reference Book(s): 

R1. Jiawei Han, Micheline Kamber and Jian Pei, “Data mining concepts and Techniques”,       

3rd Edition, Elsevier, 2012 

R2. Tom White, “Hadoop: The Definitive Guide”, O‟Reilly Publication and Yahoo! Press,           

4th Edition, 2015. 

Web References: 

1. https://onlinecourses.nptel.ac.in/noc20_cs92/ 

2. https://hadoop.apache.org 
 
Course Articulation Matrix 

 
CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2 

CO1 3 - - - 3 - - - - - - - - - 

CO2 - 3 - - - - - - - - - - - 3 

CO3 - - - 3 3 - - - - - - - - - 

CO4 - - 3  3 - - - 3 3 - - - - 

CO5 3 - - - - - - - - - - - 3 - 

High-3; Medium-2; Low-1 

https://onlinecourses.nptel.ac.in/noc20_cs92/


 

  

  

    

-  

 NIL 

 

 

1. Identify the types of data to be pre-processed for the given dataset 

2. Describe the basic principles, concepts and applications of data warehousing 

3. Categorize the kinds of patterns that are discovered by association rule mining 

4. Classify and construct a cluster of data for the given dataset 

5. Analyze the data mining trends and applications 

 

   
Introduction  Database system applications - Database versus file systems -  View of data 
-  Data models -  Database languages -  Database users and administrators -  Database 
system structure - Entity  Relationship Model  Basic concepts -  Constraints -  Keys -  
Design issues -  ER diagram - Weak entity sets -  Design of an ER database schema. 

   

Introduction to Data Mining: Kinds of Data  Kinds of Patterns  Technologies - 
Applications  Issues  Data Preprocessing: Data Cleaning  Data Integration  
Data Reduction  Data Transformation - Data Discretization - Data Visualization. 

 
   

Data Warehousing and Online Analytical Processing: Data Warehouse basic concepts - Data 
Warehouse Modeling - Data Cube and OLAP - Data Warehouse Design and Usage -  Data 
Warehouse Implementation - Data Generalization by Attribute - Oriented Induction. 
 

  
-

- -
- - - -

 

   

Basic Concepts - Decision Tree Induction  Bayes Classification Methods  Rule Based 
Classification  Model Evaluation and Selection  Techniques to Improve Classification 
Accuracy. Cluster Analysis - Partitioning Methods - Hierarchical Methods  Density - Based 
Methods - Grid-Based Methods. 

  



  
 

  

CO1: Construct the Entity Relationship Model for obtaining the              
structure of a database 

 

CO2: Identify the types of data to be pre-processed for the given    
                                                                                                                             

 

CO3: Design a data mart or data warehouse for any organization  

CO4: Categorize the kinds of patterns that are discovered by                                                                      
association rule mining for transaction database 

 

CO5: Examine the prediction accuracy using different classification  
            algorithms and construct a cluster of data using                       

different clustering algorithms for the given dataset 

 

  
 

T1. th Edition, McGraw 
Hill International Edition, New Delhi 2010. (Unit I & II) 

T2.    Jiawei Han, Micheline Kamber, Jian Pei,  Mining: Concepts and    
     4th         Edition, Elsevier, 2022. (Unit III, IV &V) 

 

R1. Jure Leskovec, Anand Rajaraman, Jeffery David Ullman,  of Massive                                                    
 2nd  Edition, Cambridge University Press, 2014. 

R2.           
rd  Edition, Elsevier, 2011. 

R3. Discovering, 
Analyzing, Visualizing and  

R4.   Data 
 

 

1. Weka tool documentation: http://www.cs.waikato.ac.nz/ml/weka/documentation.html 

2. Cran R-program: https://cran.r-project.org/manuals.html 

3. UCI Machine learning repository: https://archive.ics.uci.edu/ml/index.html 

 

 

             

 3 2 2 2 2 2 2 2 2 2 2 2 

 3 3 2 2 3 2 2 2 2 2 2 2 

 3 3 2 2 3 2 2 2 2 2 2 2 

 3 2 2 2 2 2 2 2 2 2 2 2 

 3 3 2 2 3 2 2 2 2 2 2 2 

- - -



  

  

    

-  
 Nil 

 
 

1. Define Data Science and its applications across different fields 

2. Understand  the different stages involved in a data science project 

3. Identify and explain the key characteristics of data 

4. Perform Data Preprocessing techniques and their importance in data analysis. 

5. Apply exploratory data analysis methods to get initial insights into the data and identify 
patterns or trends 

 
   

Introduction  benefits and uses  facets of data  data science process: Retrieving data  
cleansing  integrating -  transforming data  exploratory data analysis  build the models  
presenting and building applications. 

   

Frequency distributions  Outliers  Types of frequency distributions  frequency 
distributions for Qualitative data  Graphs  Averages  Describing variability: Range  
variance  standard deviation  interquartile range  variability for qualitative and ranked 
data. 

   

Basics of Numpy arrays  aggregations  computations on arrays  comparisons  
masks - boolean logic  fancy indexing  structured arrays  Data manipulation with 
Pandas  data indexing and selection  operating on data  missing data  
hierarchical indexing  combining datasets  aggregation and grouping  pivot 
tables. 

  

 

   

Visualization with matplotlib  line plots  scatter plots  visualizing errors  density and 
contour plots  histograms - binnings, and density  three dimensional plotting  geographic 
data  data analysis using statmodels and seaborn  graph plotting using Plotly  
interactive data visualization using Bokeh. 



 

 

 

 

  

CO1: Gain knowledge in the basic concepts of Data Analysis  

CO2: Acquire skills in data preparatory and preprocessing steps  

CO3: Understand the mathematical skills in statistics  

CO4: Learn the tools and packages in Python for data science  

CO5: Gain understanding in classification and Regression Model  

  
 

T1. David Cielen, Arno D. B. Meysman, and  
Manning Publications, 2016. (Unit I) 

T2. Wiley Publications, 
2017. (Unit II and IV) 

T3.    Jake VanderPlas, Data  2016. (Unit III & V) 

 

R1. Allen B. Downey,  Exploratory Data Analysis in  Green Tea 
              Press, 2014. 

 
1. Nptel Course on Introduction to Data Science: 

https://nptel.ac.in/downloads/111102011/ 

 

 

             

 2 - 3 - 3 - 2 2 2 3 - 2 

 2 - - 2 - - 2 2 2 3 - 2 

 2 3 - - 3 - - 2 2 3 - 2 

 2 - 2 - - 3 - 2 2 3 - 2 

 2 - 2 2 3 - 2 2 2 3 - 2 

- - -



  

  

    

-  
 Nil 

 
 

1. Choose appropriate Information Technology applications 

2. Develop a Decision-Making Tool 

3. Design Dashboard and Scorecard 

4. Deploy a Knowledge Management System 

5. Apply suitable platform for improving business intelligence 

 
   

- - -
- -

-  

   

Decision Making: Introduction  Models  Phases - DSS Description  Characteristics  
Capabilities  Classifications  Components  Data  Model - User Interface (DIALOG) and 
Knowledge Based Management Subsystem - DSS User - Case Study: PHP MySQL 
Implementation of DSS. 

   

BPM Cycle - Performance Measurement - BPM Methodologies - Architecture and 
Applications - Introduction to enterprise reporting - Performance Dashboards and       core cards 
-Case Study: Freeboard. 
 

  

Introduction-Organizational Learning and Transformation - KM Activities  Approaches - 
Information Technology and Roles of People in KM - KM System Implementation Ensuring 
the Success of KM Efforts - Case Study: Apache Sling CMS. 

   

Reality Mining - Virtual Worlds - Web 2.0 Revolution - Virtual Communities - Online Social 
Networking - Cloud Computing and BI - MSS Impacts on Organization & Individual. 
 
 

 



 

  

CO1: Choose appropriate Information Technology applications for 
      modern business implementing business intelligence                                         

components 

 

CO2: Develop a Decision-Making Tool for given real time application                   
                                                                           using Decision Support System components 

 

CO3: Design Dashboard and Score card for any given application to 
 

 

CO4: Deploy a Knowledge Management System for effective   
functioning of an organization by choosing suitable KMS  approach 

 

CO5: Apply suitable platform for improving business intelligence in 
 

 

 

T1. RN Prasad, Seema Acharya, "Fundamentals of Business Analytics", 2nd Edition, Wiley, 
2016. (Unit I & V) 

T2.  Ramesh Sharda, Dursun Delen, Efraim Turban, "Business Intelligence and Analytics,     
                                                                                Systems for Decision Support", 10th Edition, Pearson Education Inc, 2015.  
       (Unit  II, III & V) 

 

R1.  Vicki L. Sauter, "Decision Support Systems for Business Intelligence", Wiley, 2011.  

R2. David Loshin, "Business Intelligence: The Savvy Manager's Guide", 2nd Edition,           
Morgan Kaufman, 2012. 

R3. Carlo Vercellis, "Business Intelligence: Data Mining and Optimization for Decision                                                   
Making", Wiley, 2009. 

 

1. MIS - Decision Support System Tutorials point URL:     
https://www.tutorialspoint.com/management_information_system/decision_support                           
system.htm 

2. Mastering Microsoft Power BI URL: 
https://www.tutorialspoint.com/power_bi/index.htm 
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Course Code: 19ADOC1004 Course Title: Cognitive Science 

Course Category: Open Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

 
Pre-requisites 

 NIL 
 
Course Objectives 
The course is intended to: 

1. Explain the theoretical background of cognition 
2. Explain the link between cognition and computational intelligence 
3. Infer Deep learning Methods 
4. Summarize the computational inference models of cognition 
5. Summarize the computational learning Tools 

 
Unit I Introduction of Cognitive Science  9 Hours 

Challenge of Cognitive Science - Discipline Matures: Three Milestones - Turn to the Brain - 
Physical Symbol Systems and the Language of Thought - Neural Networks and Distributed 
Information Processing 

Unit II Neuro Science  9 Hours 

Applying Dynamical Systems Theory to Model the Mind - Bayesianism in Cognitive Science - 
Modules and Architectures - Strategies for Brain Mapping - Models of Language Learning - 
Object Perception and Folk Physics 

Unit III Cognitive Languages  9 Hours 

Machine Learning: From Expert Systems to Deep Learning - Exploring Mindreading  Robotics: 
From GOFAI to Situated Cognition and Behavior - Based Robotics - The Cognitive Science of 
Consciousness 

Unit IV Artificial Intelligence Design Methodology   9 Hours 

Emotions: From Cognitive Science to Affective Science - Coauthored with Dong An - Looking 
Ahead: Challenges and Opportunities - The Neuroscience Approach: Mind As Brain: 
Perspective - Methodology- Neuron Anatomy- Brain Anatomy- The Neuroscience of Visual 
Object Recognition 

Unit V Cognitive Roboscience  9 Hours 

Artificial Intelligence I: Definitional Perspective: Historical and Philosophical Roots- defining - 
AI Methodologies  tools  Programming - Alan Turing and the Great Debate - Artificial 
Intelligence II: Operational Perspective: Approaches to the Design of Intelligent Agents - 
Machine Representation -Reasoning: Machine  Logical  Inductive - Expert Systems - Fuzzy 
Logic 

 

 

 



 
Course Outcomes Cognitive 

Level 
At the end of this course, students will be able to: 

CO1: Apply the underlying theory behind cognition. Understand 

CO2: Experiment with the cognition elements computationally. Apply 

CO3: Organize deep learning with behavior. Apply 

CO4: Relate applications using cognitive inference model. Apply 

CO5: Explain applications using tools. Apply 

 Text Book(s): 
T1. Jose Luis Bermúdez, Cognitive Science - An Introduction to the Science of the Mind , 

Cambridge University Press 2020.(Unit I & II) 
T2. Jay Friedenberg, Gordon Silverman, Cognitive Science - An Introduction to the Study 

of Mind , Sage publication 2006.(Unit III, IV & V) 
Reference Book(s): 

R1. Noah D. Goodman, Andreas Stuhlmuller,  Design and Implementation of   
Probabilistic Programming  Electronic version of book. 

R2. Noah D. Goodman, Joshua B. Tenenbaum, ProbMods Contributors,  
Models of  2nd  Edition, 2016. 

Web References: 
1. Tutorial on Cognitive Science: https://www.problang.org/chapters/app-06-intro-to-

webppl.html 

2. Article on Cognitive Science: https://www.hindawi.com/journals/aai/2010/918062/ 
 
 

 
Course Articulation Matrix 

High-3; Medium-2; Low-1 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 3 1 3 2 2 - - - 1 1 2 2 

CO2 2 2 1 1 2 - - - 3 2 3 1 

CO3 1 3 1 3 3 - - - 1 3 1 3 

CO4 2 1 1 2 3 - - - 1 2 3 1 

CO5 1 2 3 2 2 - - - 1 2 2 2 



Course Code: 19ADOC1005 Course Title: Total Quality Management  Principles 

Course Category: Open Elective Course Level: Introductory 

L:T:P(Hours/Week) 
3: 0: 0 Credits:3 Total Contact Hours:45 Max. Marks:100 

Pre-requisites  

 NIL 

Course Objectives 

The course is intended to: 

1. Describe the fundamentals of total quality management 

2. Choose the appropriate TQM methodologies 

3. Apply traditional tools and techniques 

4. Apply the various performance measures 

5.  Identify the quality system standards 

 

 Unit I  Evolution of Quality 9 Hours

Need for Quality - Evolution of Quality - Definition of Quality - Dimensions of Manufacturing and 
Service Quality - Basic Concepts of TQM - Definition of TQM  TQM Framework - Contributions 
of Deming - Juran and Crosby  Barriers to TQM. 

Unit II  TQM Principles   9  Hours

Leadership  Strategic Quality Planning, Quality Statements - Customer Focus  Customer 
Orientation - Customer Satisfaction - Customer Complaints - Customer Retention - Employee 
Involvement  Motivation - Empowerment-Team and Teamwork - Recognition and Reward, 
Performance Appraisal   Continuous Process Improvement  PDSA Cycle - 5s - Kaizen -
Supplier Partnership  Partnering - Supplier Selection - Supplier Rating. 

Unit III          TQM Tools & Techniques I 9  Hours

The Seven Traditional Tools of Quality  New Management Tools  Six-Sigma: Concepts -
Methodology - Applications to Manufacturing - Service Sector Including IT  Bench Marking 
Reason to Bench Mark - Bench Marking Process  FMEA  Stages  Types. 

Unit IV TQM Tools & Techniques II 9  Hours

Quality Circles  Quality Function Deployment (QFD)  Taguchi Quality Loss Function  TPM 
Concepts- Improvement Needs  Cost of Quality  Performance Measures. 

Unit V            Quality Systems 9  Hours

Need for ISO 9000- ISO 9000-2000 Quality System  Elements-Documentation-Quality 
Auditing- QS9000  ISO 14000  Concepts-Requirements and Benefits  Capability Maturity 
Model for Software Industry. 
 



 

Course Outcomes Cognitive 
Level At the end of this course, students will be able to: 

CO1: Describe the fundamentals of total quality management based on     
       the TQM principles for the modern organizations 

Apply 

CO2: Choose the appropriate methods from the TQM principles
 for managing the organization 

Apply 

CO3: Apply traditional tools and techniques for identifying customer needs in 
      the software industry 

Apply 

CO4: Apply the various performance measures for quality improvement Apply 

CO5: Identify the quality system standards for software industry Apply 
Text  Book(s): 

 T1.      Dale H. Besterfield, Carol Besterfield, , 3rd Edition, Pearson 
Education Asia, Indian Reprint, 2011. 

Reference Book(s):  

R1. James The Management and Control of Quality , 6th    
      Edition, South-Western (Thomson Learning), 2005. 

R2. Oakland J.S., TQM  Text with Cases , Butterworth  Heinemann Ltd., 3rd Edition,    
    Oxford, 2003. 

R3. Suganthi L, Anand Samuel, Total Quality Management , Prentice Hall (India) Pvt. Ltd.,  
           2006. 

R4. Janakiraman B, Gopal R.K, Total Quality Management  Text and Cases , Prentice Hall  
      (India)Pvt. Ltd, 2015. 

Web References: 

1. American Society for Quality (ASQ): https://asq.org/quality-resources/total-quality-
management 

2. Mind Tools: https://www.mindtools.com/ 

3. The Chartered Quality Institute (CQI): https://www.quality.org/ 

   Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 3 1 3 2 2 - - - 1 1 2 2 

CO2 2 2 1 1 2 - - - 3 2 3 1 

CO3 1 3 1 3 3 - - - 1 3 1 3 

CO4 2 1 1 2 3 - - - 1 2 3 1 

CO5 1 2 3 2 2 - - - 1 2 2 2 

        High-3; Medium-2; Low-1



  

  

    

-  

 Nil 

 

 

1. Define and Differentiate Moral Values, Ethics, and Integrity 
2. Understanding of core human values essential for ethical conduct in the professional 

lives 
3. Apply Ethical Values to Work Ethic and Service Learning 
4. understanding of civic virtue and its importance in professional conduct 
5. Explore the Role of Self-Awareness and Stress Management in Ethics 

 
   

Morals - values and Ethics  Integrity  Work ethic  Service learning  Civic virtue  
Respect for others  Living peacefully  Caring  Sharing  Honesty  Courage  
Valuing time  Cooperation  Commitment  Empathy  Self-confidence  
Character  Spirituality  Introduction to Yoga and meditation for professional excellence 
and stress management. 

   

 Variety of moral issues  Types of inquiry  
Moral dilemmas  Moral Autonomy    
Consensus and Controversy  Models of professional roles  Theories about right 
action  Self-interest  Customs and Religion  Uses of Ethical Theories. 

   

Engineering as Experimentation  Engineers as responsible Experimenters  Codes of 
Ethics  A Balanced Outlook on Law. 
 

  

Safety and Risk  Assessment of Safety and Risk  Risk Benefit Analysis and Reducing 
Risk Respect for Authority  Collective Bargaining  Confidentiality  Conflicts of 
Interest Occupational Crime  Professional Rights  Employee Rights  Intellectual 
Property Right (IPR)  Discrimination. 

 
   

Multinational Corporations  Environmental Ethics  Computer Ethics  Weapons 
Development  Engineers as Managers  Consulting Engineers  Engineers as Expert 
Witnesses and Advisors  Moral Leadership Code of Conduct  Corporate Social 
Responsibility. 



 

 

  

CO1: Apply values and ethics in society  

CO2: Discuss the ethical issues related to engineering and realize the 
                   responsibilities and rights in the society 

 

CO3: Apply the Ethics in real world  

CO4: Describe the safety, responsibilities and rights as an engineer  

CO5: Discuss the Global issues around the world as an engineer     
                                                                                   perspective 

 

  

 

T1. Mike W. Martin and Roland Schinzinger, Ethics in Engineering , Tata McGraw Hill,                       
New Delhi, 2003.(Unit I & II) 

T2.     Govindarajan M, Natarajan S, Senthil Kumar V. S, Engineering Ethics , Prentice Hall    
   of                           India, New Delhi, 2004.(Unit III,IV & V) 

 

R1.  Charles B. Fleddermann, Engineering  Pearson Prentice Hall, New Jersey,                                                                              
                                        2004. 

R2.   Charles E. Harris, Michael S. Pritchard and Michael J. Rabins,  Ethics                         
    Concepts and  

R3.   
NewDelhi, 2003. 

R4.   Edmund G Seebauer  
                

R5.   for Personal 
Integrity McGraw Hill education, India Pvt. Ltd., New Delhi, 
2013. 
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-  
   Nil 

 
 

1.   Understand the fundamentals of ethical hacking and penetration testing 

2. Explain the network scanning techniques and bypassing basic security measures 

3.   Identify vulnerabilities in different operating systems and network devices 

4.   Understand hacking options available in Web and wireless applications 

5.   Explore the options for network protection and to practice tools to perform     
  ethical hacking to expose the vulnerabilities 

   

- - -
- - -

- -  

  

- -
- - - - -

-  

  

- -
- -

-  

  
- - -

-
-  

  
-

- -
 

 

 



 

  

CO1: Identify information about target systems using search engines, 
social engineering techniques, and dedicated tools 

 

CO2: Explain vulnerabilities in various operating systems and network 
devices using vulnerability assessment tools 

 

CO3: Demonstrate the enumeration and vulnerability analysis   
         method 

 

CO4: Analyze identified vulnerabilities and propose appropriate   
security measures to mitigate the risks 

 

CO5: Apply knowledge of network protection systems for incident 
response 

 

 

T1. -

 

T2. Patrick Engebretson, The Basics of Hacking and Penetration Testing 
SYNGRESS ,   Elsevier, 2013. (Unit III & IV) 

T3.  
 Flaws  2011.  (Unit V) 

 
R1. 

 

 
1.     NPTEL Courses on Ethical Hacking:     

    https://onlinecourses.nptel.ac.in/noc22_cs13/preview 

2.     COURSERA Courses on Ethical Hacking Esssentials:   
    https://www.coursera.org/learn/ethical-hacking-essentials-ehe 

 

 

             

     -  -      

     -  -      

 - - - - -  -      

     -  -  - - -  

     -  -      

- - -



  

  

    

-  

 NIL 

 
 

1. Apply graphics software standards and primitive operations in OpenGL. 

2. Implement and manipulate basic graphical elements such as lines and circles 
using algorithms and OpenGL functions. 

3. Apply various clipping algorithms, and utilize OpenGL functions for 2D graphics 
programming.4. Identify a 3D object transformation and operations. 

5. Identify suitable surface detection, lighting and rendering methods 

 
   

Coordinate Representations  Graphics Functions  Software Standards  Introduction to 
OpenGL  Coordinate reference frame  Specifying 2D using OpenGL  OpenGL Point      
Functions  OpenGL Line Functions  Fill Area Primitives  Polygon Fill Area  OpenGL                                                                                                            
polygon Fill Area Functions. 

   
Line Drawing Algorithms  DDA Line Drawing Algorithm  Bresenhams Line Drawing           
Algorithm  Circle Drawing Algorithm. Point attributes  Line attributes  Fill Area attributes     
    Character attributes  OpenGL Functions. 

   
Basic Transformations  Homogeneous Representation  Composite Transformation  Other 
Transformations  OpenGL functions. Viewing Pipeline  Clipping Window  Window to 
Viewport transformation  OpenGL 2D viewing Functions  

  
3D Object Representation  OpenGL Functions  Quadric and Cubic Surfaces  Bezier and 
Spline Curves  3D Transformation  OpenGL Functions  3D Viewing  3D Viewing 
Concepts  3D Viewing Pipeline  Projection Transformations  Orthogonal Projections  
Oblique Parallel Projections  Perspective Projections. 
 

   
Visible Surface Detection Methods: Classification  Back face detection  Depth Buffer 
Method  A Buffer Method  Scan Line Method  Depth Sorting Method  BSP Tree Method 

 Oct Tree Method  Comparison. 
 

 

 



 

  

CO1: Create Interactive Computer Graphics using basic OpenGL 
functions 

 

CO2: Demonstrate the basic principles in implementing graphical             
output             primitives and their attributes for the given scenario 

 

CO3: Implement 2D Transformations and Viewing operations for the   
           given  2D object 

 

CO4: Design a 3D object and perform Transformation and Viewing                               
                                                                                                                                                                                                                                                                    operations using OpenGL built-in functions 

 

CO5: Discuss the work plan, schedule and state of a project for    
          resource allocation   

 

 

T1.  
 4th Edition, Pearson Education,2016. 

 

R1.  
    2nd                               Edition, McGraw-Hill International Edition, 2017. 

R2. phics A Top-Down Approach with 
th   Edition, Addison-Wesley, 2012. 

R3. Shalini Govil Pai,  of Computer Graphics Theory and Practice Using               
   OpenGL  2010. 

 
1. NPTEL Course: https://nptel.ac.in/noc/courses/noc21/SEM2/noc21-cs97/ 

2. The Official Guide to Learning OpenGL: http://www.glprogramming.com/re 

3. OpenGL Reference Manual : http://www.glprogramming.com/blue/ 

4. OpenGL Latest :http://nehe.gamedev.net/ 

5. The Official site of OpenGL :http://www.opengl.org/ 
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-  

 Nil 

 

 

1. Understand the role and importance of marketing analytics in decision-making 

processes within organizations 

2. Develop proficiency in data analysis using R 

3. Acquire knowledge of various machine learning algorithms and their applications in 

marketing research 

4. Analyze social media data using APIs and other tools 

   

- - - - -
- -

 

   

- - - -
- - -

-
 

  

- - - -
- -

-  

  

- - -
- - - -  

   

- -
-  

 

 



  

  

CO1: Understand the foundational concepts of marketing research and 
analytics 

 

CO2: Analyze various types of marketing data from online and offline 
sources 

 

CO3: Apply descriptive analysis techniques to summarize and visualize 
marketing data effectively 

 

CO4: Explore machine learning algorithms for marketing research and 
decision-making 

 

CO5: Utilize social media data for consumer insights and marketing 
strategy formulation 

 

 

T1.  Moutusy Maity and Pavankumar Gurazada, Marketing Analytics for Strategic decision                     
 making , Oxford University press, 1st Edition, April 2021. (Unit I to V) 

 

R1. Chuck hemann and Ken Burbary, Digital marketing analytics: Making Sense of    
  nd Edition, May 2018 

R2.  -Driven Techniques with Microsoft   
   st  Edition, January 2014. 

 

1. Web analytics: https://www.hotjar.com/web-analytics/ 

2. R programming: https://www.geeksforgeeks.org/r-tutorial/  

3. Advertising analytics: https://www.knorex.com/blog/articles/advertising-analytics 

4. Nptel courses: https://onlinecourses.nptel.ac.in/noc20_mg30/preview 

 

 

             

     -  -      

     -  -      

  - - - -  -      

     -  - - - - -  

     -  -      

- - -  



  

  

    

-  

 Nil 
 

 
1. Perform word and sentence recognition 

2. Identify POS tags for words 

3. Perform syntax analysis and construct parse trees 

4. Determine word sense, semantic role and similarity 

5. Develop NLP applications 
 

   

Knowledge in Speech and Language Processing  Ambiguity  Regular Expressions Finite      
State       Automata              Morphology        Finite       State       Transducers Word and 
Sentence Tokenization  Detecting and Correcting Spelling Errors Minimum Edit Distance. 
 

   

N-grams Unsmoothed N-grams  Perplexity  Smoothing Word Classes  Part-of-Speech 
Tagging  Rule-based, Stochastic and Transformation based tagging  Evaluation and 
issues in PoS tagging. 

   

Context-Free Grammars Grammar rules  Treebanks - Dependency Grammars  Parsing as 
Search  Ambiguity Dynamic Programming parsing  Partial parsing  Probabilistic CFG. 
 

  

First Order Logic Description Logics  Syntax-driven semantic analysis  Word Senses  
Relations between Senses Semantic roles  Word Sense Disambiguation: Supervised, 
Dictionary & Thesaurus methods  Word Similarity: Thesaurus and Distributional methods. 
 

   

Discourse segmentation  Text Coherence  Reference, Anaphora and Co-reference 
resolution Named Entity Recognition  Relation Detection and Classification  Information 
Retrieval  Factoid Question Answering  Summarization. 

 



 

  

CO1: Understand the challenges of language ambiguity, regular 
expressions, and the basic building blocks of language 
processing

 

CO2: Identify n-grams and Parts of Speech tags for sentences  

CO3: Analyze and understand word-level information for a sentence  

CO4: Comprehend the role of syntax in language processing which 
helps computers understand the structure of sentences. 

 

CO5: Explain the natural language techniques for real-world 
applications like Information Extraction and retrieval 

 

 

 

T1. Daniel Jurafsky and James H Martin,  and Language Processing: An     
Introduction to Natural Language Processing, Computational Linguistics and Speech              

 Hall, 2nd Edition, 2008.(Unit I,II & III) 

T2. U. S. Tiwary and TanveerSiddiqui,  Language Processing and information 
 Oxford University Press, 2008. (Unit IV & V) 

 

R1. Christopher Manning,  of Statistical Natural Language  MIT 
Press, 2009. 

R2. Nitin Indurkhya, 
2nd Edition, Chapman & Hall/CRC: Machine Learning & Pattern Recognition, 
Hardcover,2010 . 

 

1. NPTEL Course on Natural Language Processing: https://nptel.ac.in/courses/106101007/ 

2. NLTK tool tutorial: https://nlp.stanford.edu/software/ 
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Course Code: 19ADOC1011 Course Title: Drone Technology 

Course Category: Professional Elective Course Level: Mastery 

L:T:P(Hours/Week) 
3: 0: 0 

 
Credits:3 

 
Total Contact Hours:45 

 
Max. Marks:100 

Pre-requisites 
 Nil 

Course Objectives 
The course is intended to: 

1. Understand the basics of drone concepts 

2. Understand the fundaments of design, fabrication and programming of  drone 

3. Impart the knowledge of an flying and operation of drone 

4. Know about the various applications of drone 

5. Understand the safety risks and guidelines of fly safely 

 
Unit I Introduction to Drone Technology 9 Hours 

Drone Concept - Current Breadth of Drone Use - Future Breadth of Drone Use- Risks of Drone 
Technology - Concept Design and Design Development- Construction Administration  Time 
Based Site Comparisons. 

 
Unit II Drone Flying and Operation 9 Hours 

 
Drone Standard Features - Flying Skills - Flight Controller Automations  Support and 
troubleshooting - Drone Packages - Flight Conditions - Video and Photo Recording - 
Multimedia and Video Editing - Drone Flying Apps - Simulator Mode - Flight Operations  
Emergency Operations - Pre-flight Planning for Automated Flights. 

 
Unit III Working with 3D Models 9 Hours 

Point Cloud versus 3D Mesh - Working with Point Clouds and 3D Meshes - Third-Party 
Sites. Construction Management Viewing and Sharing Software  Point Cloud to Mesh 

 Mesh Decimation - Mesh Manipulation and Proposed Features. 
 

Unit IV Drones and Photogrammetry 9 Hours 

Choosing a drone based on the application - Photogrammetry Accuracy and Precision- 
Ground Control Points- Collecting Data- RTK Drones, Ground Control Pads - Processing 
the Data- Photogrammetry Project Comparisons. 

 
Unit V Acquiring and Working with Drone Data 9 Hours 

Photo and Video Quality- Using DJI Standard Apps- Litchi Flight Planning Software- Litchi 
Smart Device App- Virtual Litchi Mission- Annotated Images- Photoshop Photo Matches- 
3D Model Photo Matches- Working with Drone Videos. 



 
Course Outcomes Cognitive 

Level At the end of this course, students will be able to: 

CO1: Explain the fundamental concepts of drone technology, 
including its current and future applications 

Understand 

CO2: Demonstrate safe and proficient drone operation skills for 
emergency procedures 

Apply 

CO3: Compare and analyze appropriate sensors and actuators for 
Drones for specific application 

Analyze 

CO4: Select appropriate drones and apply photogrammetry 
techniques to collect and process aerial data 

Apply 

CO5: Acquire and manage drone data by understanding  image/video 
quality for specific application 

Analyze 

 

Text Book(s): 
 

T1.  
Construction: A Strategic Guide to Unmanned Aerial Vehicle Operation and 

 John Wiley & Sons Inc., 2021. 

Reference Book(s): 

R1. John Baichtal,  Your Own Drones: A Beginners' Guide to Drones , 
UAVs, and  Publishing, 2016. 

R2.   Implications for 

Security and  Springer, 2018. 
Web References: 

1. Drone Technology Future trend and practical application 
https://onlinelibrary.wiley.com/doi/book/10.1002/9781394168002: Course Articulation 
Matrix 

 

Course Articulation Matrix 
 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 2 1 - - - 1 1 2 3 1 - 1 

CO2 3 2 2 2 2 1 1 2 3 2 - 1 

CO3 3 - - - 2 1 - 2 3 2 - 1 

CO4 3 2 2 2 2 1 - 2 3 2 - 1 

CO5 3 2 2 2 2 1 - 2 3 2 - 1 

High-3; Medium-2; Low-1 



 -  

  

 
   

-  

   Nil 

 

 

1. Identify the areas in agricultural process 

2. Build sensor and system for agricultural applications  

3. Mechanics to the design various robot parameters 

4. Identify various mechanisms into agricultural robotic 

5. Build suitable robotic system for specific agricultural tasks 

 

  9 Hours 

Mechanized Agriculture  Farming Operations - Related Machines  Tillage - Planting 
Cultivation  Harvesting - Agricultural Automation - Agricultural Vehicle Robot. 

  9 Hours 

Sensors - Types and agricultural applications - Global Positioning System (GPS): GPS 
for civilian use - Differential GPS - Carrier-phase GPS - Real-time kinematic GPS - Military 
GPS - Geographic Information System - Variable Rate Applications - Controller Area 
Networks. 

  9 Hours 

Hitching- Principles of hitching - Types of hitches - Hitching and weight transfer - Control of 
hitches - Tires and Traction models - Traction predictor spread sheet - Soil Compaction - 
Traction Aids - Tractor Testing. 

 9 Hours 
- -

- - -
- - -  

  9 Hours 
- - -

- - -
-  

 
 



 

  

CO1: Recognize the process of planting cultivation where robotics  
     mechanism can be applied. 

 

CO2: Integrate various communication system required for agricultural  
     applications 

 

CO3: Apply various robotic technologies in modern agriculture to obtain  
     efficient outcomes 

 

CO4: Articulate the plant life cycle process with various automated  
     mechanisms to provide effective actuation on specific crops 

 

CO5: Develop suitable robotic automated systems for categorical  
     agricultural tasks 

 

  
 

T1.  Qin Zhang, Francis J. Pierce, Agricultural Automation Fundamentals and Practices", 
CRC Press, 2016. (Unit I, II, & III) 

T2.  Stephen L Young, Francis J. Pierce, Automation: The Future of Weed Control in 
Cropping Systems", Springer, Dordrecht Heidelberg New York London, 2014.   
 (Unit IV & V) 

 

R1. Ajit K. Srivastava, Carroll E. Goering, Roger P. Rohrbach, Dennis R. Buck master, 
Engineering Principles of Agricultural Machines ,  ASABE Publication,  2012. 

R2. Myer Kutz, Handbook of Farm, Dairy and Food Machinery Engineering ,  
Academic   Press, 2019 

 
 

1. Report on Agricultural Robotics annual review:   
https://www.annualreviews.org/doi/10.1146/annurev-control-053018-023617 
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