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Dr.Mahalingam College of Engineering and Technology

Department of Computer Science and Engineering

Vision
To develop engineers with global employability, entrepreneurship capability, research

focus and social responsibility
Mission

e To develop internationally competent engineers in dynamic IT field by providing
state-of-art academic environment and industry driven curriculum

e To motivate and guide students to take up higher studies and establish
entrepreneurial ventures

e To enrich the department through committed and technically sound faculty team
with research focus in thrust areas

e To undertake societal problems and provide solutions through technical
innovations and projects in association with the industry, society and professional

bodies




Dr.Mahalingam College of Engineering and Technology

Programme: M.E. Computer Science and Engineering

Programme Educational Objectives (PEOSs) - Regulations 2019
After 2 to 3 years of completion of the programme the graduates will be able to:

PEOL. Domain Expertise and Leadership: Exhibit sustained knowledge in the field of
Computer Science and Engineering and possess leadership capability in their

professional careers.

PEO2. Problem Solving: Design optimal computing solutions for engineering problems

to meet the needs of individuals, organizations and society.

PEOS3. Lifelong Learning and Research: Engage in lifelong learning and contribute

towards independent and collaborative scientific research

Programme Outcomes (POs) - Regulations 2019
On successful completion of the programme the graduates will be able to:

PO1. Scholarship of Knowledge: Acquire in-depth knowledge in Computer Science
and Engineering with an ability to discriminate, evaluate, analyse and synthesize

knowledge.

PO2. Research Skill: Investigate suitable literature and conduct experiments, apply
appropriate research methodologies, techniques and tools to demonstrate higher
order skill and contribute to the development of technological knowledge in Computer

Science and Engineering.

PO3. Usage of Modern Tools: Develop and apply appropriate techniques, resources,
and modern engineering and IT tools, including prediction and modeling, to complex

engineering activities.

PO4. Communication: Communicate effectively regarding complex engineering
activities, write effective reports and design documentation by adhering to
appropriate standards and make effective presentations




Programme Specific Outcomes (PSOs) - Regulations 2019
On successful completion of the programme the graduates will be able to:

PSOL1. Data Management: Analyze large scale data and provide scalable solutions for

real world problems.

PSO2. Computing and Communication: Design and evaluate techniques for secure

computing and communication.
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M.E - Computer Science and Engineering
2024 Regulations — Curriculum for Semesters | to IV

Semester |
Cc?s(;ze Course Title I—:ours-I/_WeeI: Credits | Marks PCr (c))r;rrgrzrrlnt:s
24MAT101 | Applied Probability and Statistics 3 11 0 4 100 -
24CPT101 | Data Structures and Algorithms 3101l 0 3 100 -
24CPT102 | Network Design and Management | 3 | o0 | 0 3 100 -
XXXXXXX | Professional Elective - | 3|10 0 3 100 -
24CCT101 | Research Methodology and IPR 3]0]0 3 100 All
24CPL101 | Data Structures Laboratory 0 0| 4 2 100 -
24CPL102 | Networks Laboratory O | 0] 4 2 100
e FI LI E A
Total 17 | 1| 8 20 800
Semester |
Course ) Hours/Week ) Common to
Code Course Title T T [ p Credits | Marks Programmes
24CPT201 | Data Analytics 3/ 0|0 3 100 -
24CPT202 | Machine Learning 3/ 01]0 3 100 -
24CPT203 | Modern Operating Systems 3/ 01]0 3 100 -
XXXXXXX | Professional Elective - 1l 3/ 0|0 3 100 -
XXXXXXX | Professional Elective — 11 3/ 0|0 3 100 -
24CPL201 E:;?nﬁ”gaggz rz;‘:ryacm“e olo|a| 2 | 100 .
24CPL202 | Research Paper Seminar 0| 0| 2 1 100 -
245HA201 | £ g (Auci Couroe) 2| 0jo] - Jwo | A
Total 17| 0 | 6 18 800




Semester lll

Course ] Hours/Week . Common to
Code Course Title ] T 5 Credits | Marks Programmes
XXXXXXX | Professional Elective — IV 3 0 0 3 100 -
XXXXXXX | Professional Elective —V 3 0 0 3 100 -
XXXXXXX | Open Elective/ Online Course | 3 0 0 3 100 -
24CPP301 Project — | 0 0 | 20 10 200 -
Total 9 0 | 20 19 500
Semester IV
Cgsglsee Course Title Hours_,r/WeekP Credits | Marks ;zr;r:;r;]fs
24CPP401 Project — Il 0 0 32 16 400 -
Total 0 0 32 16 400

Professional Electives (Semester | and Il)

Total Credits: 73

Course code Course Title LHours_I{WeekP Credits | Marks
24CPEO01 | Advanced Computer Architecture 3 0 0 3 100
24CPEQ002 | Advanced Databases 3 0 0 3 100
24CPEQO3 | Compiler Optimization Techniques 3 0 0 3 100
24CPEO04 | Digital Media Processing Techniques 3 0 0 3 100
24CPEOOS | Soft Computing 3 0 0 3 100
24CPEOO6 | Cloud Computing and loT 3 0 0 3 100
24CPEQOO07 | GPU Architectures and Computing 3 0 0 3 100
24CPEOO8 | security in Computing 3 0 0 3 100
24CPEOQ09 | Natural Language Processing 3 0 0 3 100
24CPEO10 | Information Retrieval 3 0 0 3 100
24CPEO11 | sSocial Network Mining 3 0 0 3 100
24CPEQ12 | Blockchain 3 0 0 3 100
24CPEO13 | Embedded System Design 3 0 0 3 100
24CPEQO14 | Extended Reality 3 0 0 3 100
24CPEO15 | Object Oriented Software Engineering 3 0 0 3 100
24CPEO16 | Nature Inspired Computing 3 0 0 3 100




24CPEO17 | Wireless Security 3 0 0 3 100
24CPEO18 | |ndustrial IOT 3 0 0 3 100
24CPEO19 | Deep Learning 3 0 0 3 100
24CPE020 | Reinforcement Learning 3 0 0 3 100
List of Open Electives
Hours/Week .
Course code Course Title Credits | Marks
L T P
24CP0O301 | Business Analytics 3 0 0 3 100
Cyber Security and Computer
24CP0O302 Forensics 3 0 0 3 100




Syllabus - Semester |

Course Code: 24MAT101 Course Title: Applied Probability and Statistics
gourse Category: Foundation Course Level: Introductory

ourse
I?_):.'I'(:)Ff(gours/\Neek) Credits: 3 'I4'gtal Contact Hours: Max Marks: 100

Course Objectives:
The course is intended to impart knowledge on Probability and random variables. The
course intends to provide exposure the small / large sample tests through tests of

hypothesis. To enable the students to use the concepts of multivariate analysis.

Module | Probability Theory 23 Hours

Probability Distributions: Random variables - Moments, Moment generating function -
Probability distributions: Binomial, Poisson, Exponential and Normal distributions -
Functions of one Random variable.

Two Dimensional Random Variables: Joint distributions - Marginal and Conditional
distributions - Covariance - Correlation Regression - Functions of two random variables
Central limit theorem.

Estimation Theory: Point Estimation: Properties of estimators-Unbiased Estimators-
Curve fitting by Principle of least squares

Module Il Statistical Test 22 Hours

Testing of Hypothesis: Sampling distributions - Statistical hypothesis - Small sample
test: | test for single mean and difference of means - F test Chisquare test for goodness
of fit and independence of attributes - ANOVA: One way and Two way classification —
Latin Square Design.

Multivariate Analysis: Random vectors and matrices — Mean vectors and covariance
matrices — Multivariate normal density and its properties — Principal components —
Population principal components — Principal components from standardized variables.




Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Demonstrate a thorough understanding of the principles of Apply
probability theory and distributions

CO2: Calculate the marginal and conditional distributions of bivariate Apply
random variable

CO3: Compute point estimation of parameters and fit a curve to the Apply
given duly.

CO4: Formulate and test hypotheses using small and large sample Apply
tests.

COS5: Apply multivariate analysis technigues in the analysis of data Apply
Text Books:

T1. Irwin Miller, Marylees Miller, “John E. Freund's Mathematical Statistics with
Applications", 7t Edition, Pearson Education Limited, 2014.

T2. Johnson, R.A. Miller and Freund's, “Probability and Statistics for Engineers", 7t Edition,
Prentice Hall of India, 2005.

Reference Books:

R1. Jay L. Devore, “Probability and Statistics for Engineering and the Sciences”, 8"
Edition, Cengage Learning, 2012.

R2. Richard A. Johnson and Dean W. Wichern, "Applied Multivariate Statistical Analysis",
8! Edition, Pearson Education, Asia, 2002.

R3. Anderson. T.W, “An introduction to Multivariate Statistical Analysis", John Wiley and
Sons, 2003.

Web References:

1. NPTEL Course on Probability and Statistics, https://archive.nptel.ac.in/courses
/111/105/111105090/

2. NPTEL Course on Probability and Statistics , https://archive.nptel.ac.in/courses
/111/105/111105041/

10




Course Code: 24CPT101 Course Title: Data Structures and Algorithms

Course Category: Professional Course Level: Practice
Core
;:T(:)E(Sours/Week) Credits: 3 14'(53tal Contact Hours: Max Marks: 100

Course Objectives:
The course is intended to impart knowledge on advanced data structures and algorithm
design strategies. The course aims to enable the learners to identify the suitable data

structure and design algorithms for problem solving.

Module | Search Data Structures 22 Hours

Lists: Linked lists - Skip lists - Self-organizing lists
Balanced Trees: AVL Trees — Treaps - Multiway Search Trees: B-Trees - B+ Trees

Search Trees: k-d Trees - R-Trees — Tries - Suffix Trees and Arrays

Module Il Algorithm Design and Analysis 23 Hours

Theory of NP Completeness - Satisfiability problem — Cooks Theorem — NP Complete
problems.

Randomized Algorithms: Primality Testing - Closest pair problem - Pattern matching

Approximation Algorithms: Node cover problem - Bin-packing - Polynomial Time
Approximation Schemes: 0/1 Knapsack problem.

Online Algorithms: k-server problem - Bipartite matching - Convex Hull problem

11




Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Implement various operations on advanced data structures Apply
CO2: Solve search problems using the appropriate data structure Apply
CO3: Choose the best suited algorithm design paradigm for solving a Evaluate
problem.

CO4: Design efficient algorithms for real world applications. Create
Text Books:

T1. Adam Drozdek, “Data Structures and Algorithms in Java”, 4" Edition, Cengage
Learning, , 2013.

T2. R.C.T. Lee, S.S. Tseng, R.C. Chang and Y.T.Tsai, “Introduction to the Design and
Analysis of Algorithms A Strategic Approach”, Tata McGraw Hill, 2012.

Reference Books:

R1. Charles E. Leiserson, Ronald Rivest, Thomas H. Cormen and Clifford Stein,
“Introduction to Algorithms”, 4" Edition, MIT Press, 2022.

R2. Ellis Horowitz, Sartaj Sahni, Sanguthevar Rajasekaran “Fundamentals of Computer
Algorithms”, 2" Edition, Universities press, 2008.

R3. Mark A. Weiss, “Data Structures and Algorithm Analysis in Java”, 3" Edition, Pearson
Education, 2012.

Web References:
1.Coursera Specialization on Data Structures and Algorithms,
https://www.coursera.org/specializations/data-structures-algorithms

2.Visualization of Data Structures and Algorithms - http://visualalgo.net
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Course Code: 24CPT102 Course Title: Network Design and Management

Course Category: Professional

Course Level: Practice
Core

L:T:P(Hours/Week)

3-0:0 Credits:3 Total Contact Hours:45 Max Marks:100

Course Objectives:

The course is intended to impart knowledge on network management and quality of service.
The course intends to provide exposure on designing reliable networks, virtualization and

effective management techniques.

Module | Network Design 22 Hours
TCP/IP Network Architecture — Routers and Switches — Reliable Data Service — Sliding
Window Protocol — Congestion Control and Avoidance Algorithms — Measuring and
Managing Network Congestion — Internet Addressing — IPv4 and IPv6 Addressing scheme
— Classless Interdomain Routing — DHCP — Routing Protocols: Distance Vector, Link State
Routing — Error and Control Messages — Wireless Networks — IEEE 80.2.11 — Zigbee —
Mobility and Mobile IP — Wireless Sensor Networks.

Module I QoS and Management 23 Hours

QoS Tools — Queuing and Scheduling Algorithms — Random Early Detection —
Differentiated Services — QoS in LTE and 5G Networks — Network Virtualization — Virtual
LANs — Open Flow Technology — Tunneling and Encapsulation — Network Address
Translation — Software Defined Networks — Open flow Technology — Network Management
— MIB — SNMP and Security.

13




Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO 1: Analyze the working of various TCP congestion control Analyze
techniques in wired and wireless networks
CO 2: Design wired/ wireless network with suitable IP addressing Create
using appropriate routing protocol
CO 3: Analyze the quality of service offered in various real time Analyze
applications
CO 4: Compare the performance of a network after applying

. . Analyze
virtualization concepts and network management protocols

Text Books:
T1. James F. Kurose, Keith W. Ross, “Computer Networking — A top down Approach

Featuring the Internet”, 8" Edition, Pearson Education, 2021.
T2. Miguel Barreiros, Peter Lundqvist, “QoS Enabled Networks: Tools and Foundations”,
2" Edition, John Wiley & Sons, 2016

Reference Books:

R1. Christos N Houmkozlis, George A Rovithakis, “End-to-End Adaptive Congestion
Control in TCP/IP Networks”, CRC Press, 2017.

R2. Douglas E. Comer, “Internetworking with TCP/IP: Principles, Protocol and
Architecture Volume I”, 6" Edition, Pearson Education, 2014.

R3. Larry Peterson, Carmelo Cascone, Bruce Davie, “Software-Defined Networks: A

Systems Approach”, Systems Approach LLC, 2021.

Web References:

1. NPTEL Course on Computer Networks and Internet Protocol, https://archive.nptel.
ac.in/courses/106/105/106105183/

2. NPTEL course on Introduction on Computer Networks, https://nptel.ac.in/courses
/106106091
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Course Code: 24CCT101 Course Title: Research Methodology and IPR

Course Category: Professional Course Level: Introductory
Core
Iél:g.:g(Hours/Week) Credits:3 Total Contact Hours:45 Max Marks:100

Course Objectives:

The course is intended to describe the attitude measurements, scales and sampling
methods and to apply hypotheses testing in research problem. Elucidate the research
report writing and presentation effectively to encourage applying for patent and copyrighting
for their innovative works.

Module | 22 Hours

OVERVIEW OF RESEARCH METHODOLOGY: Research methodology — definition,
mathematical tools for analysis, Types of research, exploratory research, conclusive
research, modeling research, algorithmic research, Research process Data collection
methods- Primary data — observation method, personal interview, telephonic interview, mail
survey, questionnaire design. Secondary data- internal sources of data, external sources
of data.

ATTITUDE MEASUREMENTS, SCALES AND SAMPLING METHODS: Scales -
measurement, Types of scale — Thurstone’s Case V scale model, Osgood’s Semantic
Differential scale, Likert scale, Q- sort scale. Sampling methods- Probability sampling
methods — simple random sampling with replacement, simple random sampling without
replacement, stratified, sampling, cluster sampling. Non- probability sampling method—
convenience.

Module Il 23 Hours

HYPOTHESES TESTING: Hypotheses testing — Testing of hypotheses concerning means
(one mean and difference between two means -one tailed and two tailed tests).

REPORT WRITING AND PRESENTATION: Report writing- Types of report, guidelines to
review report, typing instructions, oral presentation.

PATENTING: Nature of Intellectual Property: Patents, Designs, Trade and Copyright.
Process of Patenting and Development: technological research, innovation, patenting,
development. International Scenario: International cooperation on Intellectual Property.
Procedure for grants of patents, Patenting under PCT.

15




Course Outcomes Cognitive
At the end of this course, students will be able to: Level

CO 1: Apply the attitude measurements, scales and sampling Apply
methods

CO 2: Apply hypotheses testing in research problem Apply
CO 3: Apply the patent and copyright for their innovative works Apply

Reference Books:

R1. Panneerselvam, R.,Research Methodology, Prentice-Hall of India, New Delhi, 2004.

R2. Kumar, Ranjit, “Research Methodology: A Step by Step Guide for beginners”, London
Sage Publications, 2005.

R3. Halbert, “Resisting Intellectual Property”, Taylor & Francis Publications,2007.

R4. Robert P. Merges, Peter S. Menell, Mark A. Lemley, “Intellectual Property in New
Technological Age”, Clause 8 Publishing, 2016

R5. T. Ramappa, “Intellectual Property Rights Under WTO”, S. Chand Publications, 2008

16




Course Code: 24CPL101 Course Title: Data Structures Laboratory

Course Category: Professional Course Level: Practice
Core
Iéfg.:z’(Hours/\Neek) Credits:2 Total Contact Hours:60 Max Marks: 100

Course Objective:

The course is intended to impart knowledge on problem solving by choosing the ideal data

structure and algorithm design paradigm.

List of Experiments:

1. Implementation of lists
Implementation of AVL Tree
Implementation of Treaps
Implementation of B-Trees
Implementation of k-d trees

Implementation of Tries

N o g s~ D

Implementation of Suffix Trees

Problem solving using:
8. Randomized algorithms
9. Approximation algorithms

10.Online algorithms

17




Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Develop algorithms to implement operations on various data Apply
structures

CO2: Design efficient algorithms using suitable algorithm design Create
paradigm for solving real-world problems

Reference Books:

R1. Adam Drozdek, “Data Structures and Algorithms in Java”, 4" Edition, Cengage
Learning, 2013.

R2. R.C.T. Lee, S.S. Tseng, R.C. Chang and Y.T.Tsai, “Introduction to the Design and
Analysis of Algorithms A Strategic Approach”, Tata McGraw Hill, 2012.

R3. Ellis Horowitz, Sartaj Sahni, Sanguthevar Rajasekaran “Fundamentals of Computer

Algorithms”, 2" Edition, Universities press, 2008.

Web References:
1.Coursera Specialization on Data Structures and Algorithms,
https://www.coursera.org/specializations/data-structures-algorithms

2.Visualization of Data Structures and Algorithms - http://visualalgo.net

18




Course Code: 24CPL102

Course Title: Networks Laboratory

Course Category: Professional

Core

Course Level: Practice

L:T:P(Hours/Week)
0:0:4

Credits: 2

Total Contact Hours: 60 Max Marks: 100

Course Objective:

The course is intended to impart knowledge with hands on experience in designing and
implementing networking concepts with quality of services and management techniques.

List of Experiments:

=

© © N o g s~ w D

Application development using socket programming
Performance analysis of transport layer protocols
Implementation of congestion control algorithms

Design local area network with IP address configuration
Design multi-router network and testing using simulation tools
Implementation of Routing protocols

Design of network virtualization using simulation tools
Demonstration of network management using SNMP

Implementation of Queuing and Scheduling policies

10. Analysis of LAN traffic using simulation tools

19




Course Outcomes Cognitive
At the end of this course, students will be able to: Level

CO1.: Design network applications using appropriate socket Create
programming

CO2: Design IP LAN and WAN network using subnetting and IP Create
address configuration

CO3: Implement network virtualization and management protocols Apply
using simulation tools

CO4: Analyze real time network and monitor the performance Analyze

Reference Books:

R1. James F. Kurose, Keith W. Ross, “Computer Networking — A top down Approach

Featuring the Internet”, 8" Edition, Pearson Education, 2021.

R2. Miguel Barreiros, Peter Lundqvist, “QoS Enabled Networks: Tools and Foundations”,

2d Edition, John Wiley & Sons, 2016

Web References:

1. NPTEL Course on Computer Networks and Internet Protocol, https://archive.nptel.

ac.in/courses/106/105/106105183/

2. NPTEL course on Introduction on Computer Networks, https://nptel.ac.in/courses

/106106091

20




Course Title: English for Research Paper

Course Code: 24SHA101 Writing (Common to all PG Programme)

Course Category: Audit Course Course Level: Introductory

L:T:P(Hours/Week)

2:0:0 Credits:- Total Contact Hours:30 Max Marks:100

Course Objectives:

The course is intended to enhance the language skills concerning research paper writing
and to explain the crucial role of technology in enhancing the quality and credibility of
research.

Module | 15 Hours

Foundations of Academic English in Research: Academic English - Key Language
Aspects - Clarity and Precision - Objectivity - Formal Tone - Integrating References.
Effective Writing Style for Research Papers: Word Order - Sentences and Paragraphs -
Link Words for Cohesion - Avoiding Redundancy / Repetition - Breaking up long sentences
- Paraphrasing Skills.

Advanced Reading and Research Vocabulary Development: Critical Reading
Strategies - Analysing Research Articles - Identifying Arguments - Evaluating Findings -
Formulaic Expressions - Academic Phrase Bank - Discipline-Specific Vocabulary -
Commonly Misused Words.

Module Il 15 Hours

Presentation Language Skills: Written vs. Spoken English - Dynamic Vocabulary for
Presentations -Expressive Language for Audience Engagement- Language for Clear and
Impactful Slides - Adapting Language Style to Different Audiences.

Grammar Refinement for Research Writing: Advanced Punctuation Usage- Proper Use
of Modifiers - Avoiding Ambiguous Pronoun References - Verb Tense Consistency -
Conditional Sentences.

Technology and Language for Research: Technology and Role of Al in Research Writing
- Citations and References - Plagiarism and Ethical Considerations - Tools and Awareness
- Fair Practices.

21




Course Outcomes

Cognitive

At the end of this course, students will be able to: Level

CO 1: Enhance their English Language Skills concerning research Understand
paper writing

CO 2: Develop a comprehensive set of linguistic skills essential for Apply
academic research

CO 3: Produce well-structured research papers using a variety of Apply

research and presentation technologies

Reference Books:

R1. Craswell, G. 2004. Writing for Academic Success. Sage Publications. Springer, New

York.

R2. Wallwork, Adrian. 2015. English for Academic Research: Grammar, Usage and Style.
R3. Swales, J. &amp; C. Feak. 2012. Academic Writing for Graduate Students: Essential

Skills and Tasks. Michigan University Press.
R4. English for Writing Research Papers, Springer, New York, 2011

Web References:

1. https://tiramisutes.github.io/images/PDF/English+for+Writing+Research+Papers.pdf
2. https://libguides.usc.edu/writingguide/grammar

3. https://onlinecourses.swayam?2.ac.in/ntr24_ed15/preview

Assessment Pattern:

Continuous
Comprehensive

Evaluation (Internal)

Assessment Co. Marks Total
Component No.

Assignment 1 1 20

Assignment 2 2 20

Assignment 3 3 20 100
MCQ 1,2,3 20

Descriptive Pattern | 1,2,3 20

Test

Student will be finally awarded with three levels based on the score as follows:

Marks Scored Levels
70% & above Good
30-69 % Average
<30 % Fair

22




Semester |l

Course Code: 24CPT201 Course Title: Data Analytics

Course Category: Professional

Course Level: Practice
Core

L:T:P(Hours/Week)

3-0:0 Credits:3 Total Contact Hours:45 Max Marks:100

Course Objectives:

The course is intended to impart knowledge on various models and algorithms used for the
analyzing the given datasets. The course intends to provide in-depth knowledge on the

methods used for descriptive and predictive analysis of real time data.

Module | Descriptive Analytics 22 Hours

Big Data and Data Science — KDD Process — Descriptive Statistics — Univariate and
Multivariate Analysis — Data Quality and Preprocessing — Data Transformation Methods —
Clustering Techniques — Distance Measures — K-means — DBSCAN — Agglomerative
Hierarchical Clustering Technique — Frequent Pattern Mining — Case Study: Descriptive

Analytics on Breast Cancer Dataset.

Module Il Predictive Analytics 23 Hours

Regression — Classification — Distance-based Learning Algorithms — Probabilistic
Classification Algorithms — Search-based Algorithms — Optimization-based Algorithms —
Ensemble Learning — Algorithm Bias — Non-binary Classification Tasks — Advanced Data
Preparation Techniques for Prediction — Performance Evaluation Techniques -
Applications: Text Analytics — Recommender Systems — Social Network Analysis — Case
Study: Predictive Analytics on Movie Dataset

23




Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Perform exploratory data analysis on the given datasets using Apply
similarity based algorithms
CO2: Extract hidden patterns and perform descriptive analysis of Analyze
dataset using appropriate model
COa3: Develop Predictive data analytics based solutions for real world Create
problems using inductive learning algorithms
CO4: Build solutions for Text, Web and Social Media problems using

- ) Create
suitable data analytic models

Text Book:
T1. Joao Mendes Moreira, Andre Carvalho, Tomas Horvath, “A General Introduction to
Data Analytics”, John Wiley & Sons, 2019

Reference Books:

R1. John D. Kelleher, Brian Mac Namee, and Aoife D’Arcy, “Fundamentals of Machine
Learning for Predictive Data Analytics”, 2" Edition, MIT Press, 2020

R2. Thomas A. Runkler, “Data Analytics Models and Algorithms for Intelligent Data
Analysis”, 3™ Edition, Springer, 2020

Web References:

1.NPTEL course on “Introduction to data Analytics”, https://archive.nptel.ac.in/courses/
110/106/110106072/#

2.NPTEL course on “Data Analytics with Python”, https://onlinecourses.nptel.ac.in/
noc2l_cs45/preview

3.Coursera course on ‘“Introduction to Data Analytics”, https://www.coursera.org/

learn/introduction-to-data-analytics

24




Course Code: 24CPT202 Course Title: Machine Learning

Cour_se Category: Professional Course Level: Practice
Elective
I?_).:'I('):.PéHours/\Neek) Credits:3 Total Contact Hours:45 Max Marks:100

Course Objective:
The course is intended to impart knowledge on machine learning, supervised and

unsupervised learning techniques.

Module | Supervised Learning 22 Hours

Machine Learning- History — Definitions — Applications - Advantages, Disadvantages &
Challenges -Types of Machine Learning Problems — Mathematical Foundations - Linear
Algebra & Analytical Geometry -Probability and Statistics- Discriminative and Generative
Models -Linear Regression - Least Squares -Under-fitting / Overfitting -Cross-Validation —
Lasso Regression- Classification - Logistic Regression- Gradient Linear Models -Support
Vector Machines —Kernel Methods -Instance based Methods - K-Nearest Neighbours - Tree
based Methods —Decision Trees —ID3 — CART - Ensemble Methods —Random Forest -

Evaluation of Classification Algorithms

Module Il Unsupervised Learning And Deep Learning 23 Hours

Clustering Algorithms: K-Means — Hierarchical Clustering - Cluster Validity - Dimensionality
Reduction —Principal Component Analysis — Recommendation Systems - EM algorithm.
Reinforcement Learning — Elements -Model based Learning — Temporal Difference
Learning- Markov Models — Hidden Markov Model- Deep Learning- Building blocks of
Neural Networks— Convolutional Neural Networks (CNN) — Recurrent Neural Networks
(RNN).

25




Course Outcomes Cognitive
Level

At the end of this course, students will be able to:
CO1.: Design a supervised learning model that can learn and predict output Apply
in real time.
CO2: Implement and evaluate Probabilistic, Discriminative and Analyze
Generative algorithms for an application.
CO3: Apply unsupervised learning techniques on real-world dataset for Apply
clustering and dimensionality reduction.
CO4: Employ neural network and deep learning algorithms to design

_ . . L Create
learning models for text / speech /image processing application.

Text Books:
T1. Stephen Marsland, “Machine Learning: An Algorithmic Perspective”, 2" Edition, CRC

press, 2014.
T2 Ethem Alpaydin, “Introduction to Machine Learning”, 2" Edition, MIT Press, 2014.

T3.Seth Weidman, “Deep Learning from Scratch: Building with Python from First
Principles”, O'Reilly publication, 2019.

Reference Books:
R1. S.Sridar, M.Vijayalakshmi , “Machine Learning”, Oxford University Press, 2021.

R2. Josh Patterson and Adam Gibson, “Deep Learning: A Practitioner’s Approach”,
O’Reilly, 2017.

Web References:

1.NPTEL Course on “Introduction to Machine Learning”,
https://nptel.ac.in/courses/106106139

2. “Machine Learning Tutorial for Beginners”, https://www.kaggle.com/kanncaa1/
machine-learning-tutorial-for-beginners

3. Coursera Course on “Introduction to Machine Learning”,

https://www.coursera.org/learn/machine-learning-duke

26



https://www.amazon.in/Seth-Weidman/e/B07ZTM5KXW/ref=dp_byline_cont_book_1

Course Code: 24CPT203 Course Title: Modern Operating Systems

Course Category: Professional Course Level: Practice
Core
Iél:g.:g(Hours/Week) Credits:3 Total Contact Hours:45 Max Marks:100

Course Objectives:

The course is intended to impart knowledge on demonstrating the design and
synchronization issues between processes, resource management techniques for
Distributed systems, Failure Recovery and Fault Tolerance. The course also intends to

describe the different features of real time and Mobile Operating Systems.

Module | Distributed Operating System, Distributed Resource 23 Hours
Management

Architectures of Distributed Systems: System Architecture Types - Distributed
Operating Systems- Issues in Distributed Operating Systems- Communication Primitives
Distributed Mutual Exclusion- Distributed Deadlock Detection- Agreement Protocols-

Distributed File Systems- Distributed Shared Memory- Distributed Scheduling

Module Il Fault Tolerance, Real Time & Mobile Operating Systems 22 Hours

Classification of Failures: Error recovery — Recovery in concurrent systems — Check
pointing and recovery

Fault tolerance: Issues — Commit protocols — Voting protocols: Static, Dynamic — Failure
resilient processes — Reliable communication

Real Time Systems: Introduction — Concepts of Real Time Task Scheduling — Scheduling
of Real time tasks in Multiprocessor and Distributed Systems-Handling Resource Sharing
Mobile OS: Architecture and SDK Framework —Media Layer —Services Layer —Core OS
Layer —File System.

Case Study- iOS: Features of iOS-Architecture of iOS-iOS Kernel Architecture-Processes
and Threads Management-Memory Management-File System in iOS
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Course Outcomes Cognitive
At the end of this course, students will be able to: Level

CO1: Solve communication and synchronization issues between Apply
processes in a distributed environment

CO2: Analyze various resource management techniques for distributed Analyze
systems.

COa3: Design fault-tolerant systems using various failure recovery Apply
models and commit protocols in distributed systems

CO4: Analyze the working principles of Real-Time and Mobile Operating Analyze
Systems.

Text Books:

T1. Mukesh Singhal, Niranjan G. Shivaratri, “Advanced Concepts in Operating Systems:
Distributed, Database, and Multiprocessor Operating Systems”, Tata McGraw-Hill, 2011.
T2. Rajib Mall, “Real-Time Systems: Theory and Practice”, Pearson Education India, 2007.

Reference Books:

R1. Pradeep K. Sinha, “Distributed Operating Systems: Concepts and Design”, PHI
Learning, 2012.

R2. Phillip A. Laplante Seppo J. Ovaska, “Real-Time Systems Design and Analysis -Tools
for the Practitioner”, 4" Edition, John Wiley & Sons Publication, 2012

R3.John Ray, “iOS 9 Application Development in 24 Hours”, Sams Teach Yourself, 2019.

Web References:

1.NPTEL course on “Distributed Systems”, https://nptel.ac.in/courses/106106168/
2.NPTEL course on “Real Time Systems”,
https://archive.nptel.ac.in/courses/106/105/106105229/

3. “Mobile Systems-iOS”, https://developer.apple.com/
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Course Code: 24CPL201

Course Title: Data Analytics and Machine
Learning Laboratory

Course Category: Professional Course Level: Practice
Core
Bfg.:E(Hours/\Neek) Credits: 2 Total Contact Hours: 60 | Max Marks: 100

Course Objective:

The course is intended to impart knowledge with hands on experience in designing and

implementing data analytics using Machine Learning techniques for providing solutions

to real world problems.

List of Experiments:

N o g M wDd e

8.
9.

Implement data processing techniques and data analytic functions.

Perform exploratory data analysis with simple visualizations using real time data.
Cluster the given data using various models and evaluate the performance.
Construct linear regression models using the given dataset.

Perform Text Analysis operations with the given dataset.

Demonstrate sentiment analysis process with the sample dataset.

Build a machine learning model to solve real-world problems using kernel
machines.

Implement Dimensionality reduction technique.

Design a Convolutional Network to identify handwriting character recognition.

10.Develop a speech processing application using Recurrent Neural Networks.

Identified Tools: Python, R tool, Open Web Analytics, Microsoft Power Bl Desktop,

Apache Spark
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Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Demonstrate the data preprocessing and data analysis concepts Apply
for the given dataset and visualize the results
CO2: Identify the patterns in the given dataset and organize them Apply
based on similarity
COa3: Develop prediction based algorithms and evaluate their Analyze
performance
CO4: Build efficient Machine Learning models to provide data analytic

: . Create
solutions for real time problems.

Reference Books:

R1. Avinash Navlani, Armando Fandango, Ivan Idris, “Python Data Analysis: Perform Data
Collection, Data Processing, Wrangling, Visualization, and Model Building Using Python”,
3" Edition, Packt Publishing, 2021.

R2.Sayan Mukhopadhyay, “Advanced Data Analytics Using Python With Machine
Learning, Deep Learning and NLP Examples”, Apress, 2018.

R3. Abdulhamit Subasi, “Practical Machine Learning for Data Analysis Using Python”,

Elsevier Science, 2020.

Web References:

1. IT Kanpur Course on “Data Analytics”, https://ifacet.iitk.ac.in/professional-certificate-
course-in-data-analytics/

2. “Data Analytics: Hands On”, https://www.pluralsight.com/courses/data-analytics-
hands-on
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Course Title: Teaching and Learning in Engineering

Course Code: 24SHA201 (Common to all PG Programmes)

Course Category: Audit Course Course Level: Introductory
Iél:'lc'):.PéHours/Week) Credits:- Total Contact Hours:30 | Max Marks:100

Course Objective:
The course is intended to impart knowledge on an outcome-based approach, employing
active learning methods in lecture/practical/tutorial sessions. Assessments will be

conducted using rubrics, focusing on higher-order thinking skills.

Module | 15 Hours

Outcome Based Approach

Outcome based Education- Need & Approach- Washington accord- Graduate attributes-
Learning outcomes —Blooms Taxonomy.

Active Learning Methods

Design and Delivery plan for lectures/practical/tutorial sessions-Need for Active learning

methods-Active learning strategies- Benefits of Active learning Methods

Module Il 15 Hours

Assessments
Assessments- types of assessments-need for rubrics, Types of rubrics- Assessment using

rubrics.
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Course Outcomes Cognitive
Level

At the end of this course, students will be able to:

CO1: Use outcome based approach in teaching courses in engineering Apply

Programmes.

CO2: Conduct lecture/practical/tutorial sessions using active learning Apply

methods.

CO3: Conduct higher order assessments by using rubrics. Apply

Reference Books:

R1. William G. Spady and Francis Aldrine A. Uy, “Outcome-Based Education: Critical

Issues and Answers”, Maxcor Publishing House, 2014

R2. Dr. William G. Spady, WajidHussain, Joan Largo, Dr. Francis Uy, “Beyond Outcomes

Accreditation: Exploring the Power of 'Real’ OBE Practices”, 2018

R3. Richard M. Felder, Rebecca Brent, “Teaching and Learning STEM: A Practical

Guide”, John Wiley & Sons, 2016

Assessment Pattern

Continuous
Comprehensive

Evaluation (Internal)

Assessment Co. Marks Total
Component No.

Assignment 1 1 20

Assignment 2 2 20

Assignment 3 3 20 100
MCQ 1,2,3 20

Descriptive Pattern | 1,2,3 20

Test

Student will be finally awarded with three levels based on the score as follows:

Marks Scored Levels
70% & above Good
30-69 % Average
<30 % Fair
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List of Professional Electives

Course Code: 24CPEO0O1 Course Title: Advanced Computer Architecture

Course Category: Professional

Elective Course Level: Mastery

L:T:P(Hours/Week)

3-0:0 Credits:3 Total Contact Hours:45 Max Marks:100

Course Objectives:

The course is intended to impart knowledge on principles and design of Instruction Set
Architectures, Memory Hierarchy and aspects related to various levels of parallelism. The

course also provides awareness on the working of Domain Specific Architectures.

Module !l  Memory Hierarchy, Instruction Level Parallelism 23 Hours

Fundamentals of Quantitative Design and Analysis-Memory Hierarchy Design: Optimizations
of Cache Performance — Memory Technology and Optimizations — Protection: Virtual Memory
and Virtual Machines — Design of Memory Hierarchies - Instruction Level Parallelism and its
Exploitation — Concepts and Challenges —Exposing ILP - Advanced Branch Prediction -
Dynamic Scheduling - Hardware-Based Speculation - Exploiting ILP - Instruction Delivery and

Speculation - Limitations of ILP -Cross-Cutting Issues.

Module Il Data level and Thread Level Parallelism 22 Hours

Data level Parallelism — Vector Architecture- SIMD Instruction Set Extensions for Multimedia-
Graphics Processing Units- Detecting and Enhancing Loop-Level Parallelism- Cross-cutting
issues

Thread level parallelism - Centralized Shared Memory Architecture- Performance of
Symmetric- Shared Memory Multiprocessors- Distributed Shared Memory and Directory-Bases
Coherence- Basics of Synchronization- Models of Memory Consistency —Cross-cutting issues.
Case Study: Domain-specific architectures: Deep Neural Networks-Google’'s Tensor

Processing Unit.
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Course Outcomes Cognitive
At the end of this course, students will be able to: Level
CO1: Analyze the design and functioning of memory hierarchies, Analyze
including caches, main memory, and virtual memory systems
CO2: Analyze structural, data and control hazards and exploit the Analyze
various aspects of Instruction level parallelism
COa3: Predict the challenges of realizing data and thread level Apply
parallelism for performance advancement
CO4: Analyze the working principles of domain specific architectures to

. Analyze
accelerate data processing

Text Book:
T1. John L. Hennessey and David A. Patterson, “Computer Architecture — A Quantitative
Approach”, 61" Edition, Morgan Kaufmann, 2019.

Reference Books:

R1. Richard Y. Kain, “Advanced Computer Architecture - A Systems Design Approach”,
Pearson, 2015.

R2. Kai Hwang, Naresh Jotwani, “Advanced Computer Architecture”, 3@ Edition, Tata
McGraw-Hill, 2017

Web References:

1. NPTEL course on High Performance Computer Architecture
https://nptel.ac.in/courses/106105033/

2. NPTEL course on Advanced Computer Architecture
https: